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Abstract

This thesis presents a study of vortical flows and vortexkitean over slender delta wings. The formation of
leading edge vortices over a slender delta wing provideratdgeous aerodynamic characteristics at low velocities
and angles of incidence. However, as the incidence of th&fqla is increased these vortices are affected by
changes in the flow behaviour, which causes them to becontahl@sind breakdown into an incoherent form.
This vortex breakdown is detrimental to the aerodynamicattaristics of the wing and can cause instability of
the aircraft. Due to this adverse effect, it is important talerstand the behaviour of such flows. Computational
fluid dynamics is one method which, due to the developmentunigrical methods and the rapid advances in
computer technology, is becoming increasingly valuabtetie analysis of vortical flows and vortex breakdown
and this thesis assesses the use of CFD to predict theseafyfy@ss. To perform this assessment two test cases
are considered under different flow regimes. The first tes¢ cansiders transonic flow and is investigated using
steady state calculations and the second test case camidamsteady subsonic behaviour of the flow.

The behaviour of the flow over slender delta wings under traiesconditions is highly complex. With the occur-
rence of a number of shocks in the flow, vortex breakdown ig@iand the overall behaviour is quite different to
that for subsonic flow. To consider this, the flow over 8 8Barp leading edge delta wing is analysed for a transonic
Mach number oM = 0.85 at two incidencesa = 18.5° and 23. A Boussinesq based RANS turbulence model
is used which has been modified for vortical flows. The flow Bohs are compared to existing experimental data
and show good agreement for the cases considered and a nohsbeck systems within the flow are identified.
However, a discrepancy with the experimental data is sholherevthe critical incidence for the onset of vortex
breakdown on the wing is under-predicted. A sensitivitydgtof the flow to a number of computational factors,
such as turbulence model and time accuracy, is undertakamnevér, it is found that these parameters have little
effect on the overall behaviour of the transonic flow and theuorence of vortex breakdown. From analysis of the
solutions, it is determined that the onset of vortex breakdis highly dependent on the vortex strength and the
strength and location of the shocks in the flow. The occue@i@ critical relationship between these parameters
is suggested for vortex breakdown to occur and is used t@aixyle discrepancies between the computational and
experimental results based on the under-prediction of dintex core axial velocity.

The second test case considers the unsteady behaviourwjrties flow and vortex breakdown. Downstream of
the vortex breakdown the flow is highly unsteady with manyedént phenomena occurring for varying frequen-
cies. This unsteady behaviour can interact with the surdatiee wing or with other surfaces of an aircraft, which
can cause fatigue or stability issues. However, this belavs still a subject, which is a challenge for numerical
methods, such as CFD. New approaches to turbulence magedlich as detached eddy simulation (DES) have
been proposed which allow for greater realism of the nurakpredictions. However, this increase in accuracy
comes with a considerable increase in computational expaamapared to traditional turbulence modelling. Both
DES and Unsteady Reynolds Averaged Navier-Stokes (URAWSBUtence methods are considered to predict the
unsteady vortical behaviour. Calculations using DES aitmlly considered and the predicted behaviour and res-
olution of the flow are analysed. Both temporal and spatiaheenent are considered and the effect that each of
these factors have on the flow behaviour is examined. A nuofhersteady flow features and their corresponding
frequencies are identified from the solutions. From congparivith existing DES calculations and experimental
data it is determined that the DES solutions are spatialtjetnesolved and are not able to capture the majority
of the turbulent scales in the flow. However, it is also noteat the flow immediately downstream of breakdown
is not dominated by turbulence and many low frequency cottesteuctures are found to occur. Therefore, it is
concluded that URANS methods may be capable of accuratetligiing this flow behaviour.

To consider this proposal two URANS turbulence models weealdor the prediction of the flow for the same test
case. The models chosen use two different approaches td thederbulence in the flow. A linear Boussinesq



based model with a modification for vortex flow and a non-lmaadel based on an explicit algebraic Reynolds
stress formulation are used. Again, the effects of both tealpand spatial refinement on the flow behaviour
were considered. The relative behaviour of each model idigtiag the unsteady flow behaviour was analysed
with respect to the treatment of the turbulence in the vofitmx. It was found that each model predicted very

similar behaviour. The URANS results were then comparetiédIES solutions of the previous investigation to

evaluate the relative behaviour. From this comparison & determined that the URANS turbulence models were
able to predict the dominant features of the low frequen@npimenon present in the vortex system and in the

post-breakdown region. It was then concluded that the URAN8els were suitable for predicting the unsteady
behaviour of the flow at a considerable reduction in comjmrat cost.
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Chapter 1

Introduction

1.1 Overview

Delta wings were introduced to reduce the effects of congilvédity such as the transonic drag rise. However, it
was also found that these planforms were suitable for lowdfleght and could produce lift at angles of incidence
much larger than traditional swept wings [1]. This increbli# and improved aerodynamic characteristics allows
greater agility, particularly at low speeds, and the designany complex configurations have been centred around
the use of such planforms.

The additional lift is due to the flow separating at the legdlges of these wings at low incidences and being
convected downstream by the freestream velocity. The atioveof this flow results in the production of coher-
ent vortical structures, which exist above the leading extgkcontribute to the lift force generated by the wing.
However, as incidence is increased these structures banosteble and breakdown into an incoherent form. This
reduction in the coherence of the flow structure over the viiag been found to have detrimental effects on the
aerodynamic characteristics of the wing and may cause aesugtd unexpected aerodynamic instability of the
aircraft. This is particularly true for transonic veloegiwhere interactions between shockwaves and the flow over
the wing can cause sudden changes in behaviour. Due to tlity abthese structures to have both beneficial and
detrimental effects on the aerodynamics of aircraft, atgteal of research and development has been carried out
over the years to consider and improve the behaviour of thgsvior a range of flight conditions.

From early research, it was noted that the flow over the ddalig was not steady in nature, particularly when the
leading edge vortices suffered breakdown into a turbulexte 44]. This unsteadiness has been found to further
complicate an already complex flow behaviour. Through atgons with the wing surface and other aircraft ap-
pennages such as the tailplane, this results in aeroeddfgats occurring on the aircraft, which can cause fatigue
and, in the most severe cases, results in catastrophiceailthis type of behaviour was found, quite recently,
to occur on the F-18A, where the vortices created from thdifgpedge extensions of the wings were found to
breakdown upstream of the vertical fins of the aircraft at emate angles of incidence as shown in Figure 1.1. This
unsteady flow was then found to interact with the tailplamecttire causing a buffeting effect. This was found to
cause premature fatigue of the vertical fins and may affectintrol surface of the aircraft, both of which will
have serious effects on the stability and performance aditteeaft during rapid manoeuvres.

Therefore, it is clear that understanding the behaviouhisfinsteady forcing is crucial to enable the alleviation
of any structural responses which may exist. This type ofaaty flow is known as buffet and is a issue for all
aircraft configurations which incorporate swept edges @irttiesign. This is particularly important for complex
fighter configurations such as the F-16XL, EuroFighter amdHe design of future configurations. This need is
further compounded by the emergence of new UAV and UCAV teldgies, which are tending toward planforms
where vortical behaviour will play a large role. This medmetthe need for a more complete understanding of the
unsteady behaviour of vortical flows is becoming incredgiimgportant.

The increased flight envelope of many of these aircraft haislted in many manoeuvres being executed at tran-
sonic velocities. As mentioned above, this introduces tkegnce of shockwaves, which interact with the leading
edge vortices. Generally, shocks appear due to localiseersonic regions and as the flow behaviour changes,
say with an increase in incidence, the location and streoigtie shocks present in the flow will change. This can
have a significant effect on the overall flow behaviour and essult effect the performance of the aircraft whilst
carrying out manoeuvres in this flight regime. Due to thi ilnportant to understand the overall behaviour of the
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Figure 1.1: NASA F-18 HARV atr = 20° with smoke visualisation showing vortex created by leadidge
extension and vortex breakdown interacting with aircrafptane

flow and any interactions which occur between the shock amdditical flow, in order to avoid significant loss of
lift due to a sudden breakdown of the coherent vortex caugékebpresence of shocks on the wing.

Traditionally, these issues were considered using expetiaitechniques, with large scale wind tunnel tests being
carried out to determine the behaviour of the flow for variflight regimes. However, with the development of
computational methods and the rapid advances in computendéogy, computational fluid dynamics (CFD) has
emerged as an increasingly useful tool in the understarafiagrodynamic flow behaviours. The use of CFD to
compliment experimental testing in both research and imddislesign processes is being increasingly realised
by scientists and engineers in both fields. CFD reduces thd for expensive, large scale testing programs by
allowing indication of regions of interest in the flow regisnieefore testing commences. CFD also allows many
situations which cannot be examined in wind tunnels, suagh@e realistic flight conditions and scenarios, to be
considered.

However, it is very unlikely that CFD will ever replace exjmeental testing, particularly as the nature of turbulence
is still not fully understood. A great deal of research hasrbearried out in recent times to create models to allow
the accurate simulation of a turbulent flow. However, manghete methods are based on empiricism or statistical
methods and have limits to their accuracy. Many high fidetitgthods have also been proposed, which directly
solve the governing equations of fluid flow. However, thes¢éhoes are particularly expensive in computational
resources and are not in widespread use, particularly &istie engineering flows. Therefore, the application of
turbulence models and treatments within CFD and theirtghidi accurately predict interesting aerodynamic flow
behaviours is a factor which needs to be addressed for &btgpflows.

Before outlining the main objectives of this thesis and tluekncarried out during this project, it is necessary to
provide an introduction to the behaviour of vortical flowseoglender, sharp-edged delta wings and to consider
the application of CFD to resolve this behaviour.

1.2 Vortical Flows over Slender Delta Wings

1.2.1 Leading Edge Vortices

As fluid passes over a sharp-edged delta wing, set at an mzade, the flow separates along the sharp leading
edge and together with the separating boundary layer frenother surface forms free-shear layers. These shear
layers curve upward and curl in on themselves to create twateo-rotating vortices over the upper surface of
the wing. As the shear layer returns to the surface of the wirigduces a span-wise flow in the direction of
the leading edge. If and when this flow meets an adverse peegsadient it will separate again from the surface
creating secondary vortices. In some cases this processocam again below the secondary vortices creating
tertiary separations. The overall behaviour is shown irufggl.2. The primary and secondary separation and
attachment lines on the wing surface, which are created &ystiteam surfaces of the flow impinging on the
surface, and the surface streamlines, which flow from attectt lines toward separation lines are shown.
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Figure 1.2: Schematic of the subsonic behaviour of the flogr awdelta wing at incidence (from Ref. [1])

Also clear from Figure 1.2 is the increasing diameter of theex cores with distance from the apex. There have
been many experimental and numerical investigations lredehaviour of vortices. Earnshaw [36] proposed that
the vortex may be split into three main regions: the shear]dfie inviscid rotational core and the viscous subcore.
The shear layer, as mentioned above, is created at the ¢pedge of the wing and feeds vorticity into the inviscid
rotational region by curling in on itself. As the shear layeves upward and over the wing, smaller substructures
are found to occur within its structure [37, 38, 39, 40], whoause an increase in thickness as the distance from
the leading edge increases. These substructures will bédatkin a later section. The inviscid rotational region
which makes up the bulk of the vortex, contains the viscobgare at its centre. A schematic of this behaviour is
given in Figure 1.3.

Rotational Core

Viscous Subcore

Figure 1.3: Structure of a leading edge vortex (from Ref) [2]

Other investigations have determined that there are a nuofiiparameters which are important in describing the
behaviour of the primary vortex, these include the ciréatatvorticity and both swirl (tangential) and axial ve-
locities [13, 41, 42]. Each of these variables have beenddarvary with distance from the vortex core and, as
such, the regions mentioned above can be defined from thle@tvimur. For example, the viscous-subcore may
essentially be defined as the region in between the two egsearhswirl velocity, i.e the region where the swirl
velocity changes sign. Figure 1.4 shows the distributidrssvirl and axial velocities through the vortex core taken
from experiments by Pagan and Solignac [3], with the thrgeres defined.

It is clear that as the viscous-subcore is approached, théwetocity increases. This profile is similar to that of
a swirling jet. The flow is in fact accelerating along the cargl it is clear from the profile that the maximum
axial velocity is approximately 2.5 times the freestreanoeiy. It has been found in other experiments by Payne
et al. [41] and Mitchell [13] that the axial velocity can reach vettes up to three times the freestream velocity
conditions. The maximum value reached within the vortexeésdependent on the incidence as shown in Figure
1.4 and also on the sweep angle of the wing. It was found by xM@mtl Kohlman [7] that the vortex strength,
which is related to circulation and vorticity amongst otharameters, also increases with increasing incidence.
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Figure 1.4: Profiles of swirl and axial velocity through a teor core, detailing the three main vortex regions
(adapted from Ref. [2], originally from Ref. [3])

Wentz and Kohlman also showed that the strength of the vist@ependent on the sweep angle of the delta wing,
such that as the sweep angle is increased the vortex strdagtbases. This was further considered by Hemsch
and Luckring [43], who determined an analytical relatiapdb relate the sweep angle and vortex strength. The
location of the vortices has also been found to be dependetiteoangle of incidence and the sweep angle of the
wing. From a number of experiments [44, 45, 46], it has beenddhat with increasing incidence, the vortex core
moves inboard and further away from the wing surface. Irsingathe sweep angle was also found to move the
primary vortices inboard and closer to the surface of thegwin

Due to the majority of the vortex behaving in an inviscid otgrdial manner and the fact that the primary separa-
tion is fixed to the sharp leading edge, it is generally acfitat the effect of Reynolds number on the behaviour
of the primary vortex is negligible. This was confirmed in aqperiment carried out by O’Neikt al. [44] on a
series of 60 and 7@ delta wings where the vortex trajectory was investigatedafcange of Reynolds numbers,
with only a very small difference being observed. Howevéngo aspects of the flow are affected by Reynolds
number, in particular the secondary and tertiary separatmd the behaviour of the shear layer.

The secondary and tertiary vortices are less intense tlaprtimary leading edge vortices and occur due to the
separation of the crossflow as described previously. Thagimt of the secondary separation is determined by the
type of boundary layer, either laminar or turbulent, over ¥ing, which in turn is determined by the Reynolds
number. Due to a greater susceptibility to adverse preggadients, the laminar separation occurs earlier and
therefore further inboard on the delta wing surface. Thiamsehat a transition from a laminar to turbulent flow
on a delta wing may be indicated by an outboard inflection efgacondary separation line. Generally, these
smaller vortices affect the primary vortex by moving its ifios inboard and lifting it up off the surface of the
wing [39, 47]. The size and strength of the secondary andhtgnortices are also determined by the behaviour
of the boundary layer. In work carried out by Hummel [48], asvMound that for a laminar boundary layer and
separation, the formation of the secondary and subsequa#ditas, due to the spanwise pressure gradients, causes
a peak in the surface pressure distribution greater thaofiiae primary vortex. This peak occurred in the vicinity

of the separations outboard of the primary vortex. It wae &sind, in comparison, that for turbulent boundary
conditions and separation that this peak is relatively fiatthus, less than the peak caused by the primary separa-
tion.

Due to the highly rotational nature of the flow within the \e¢ticore which causes a region of high vorticity, the
local static pressure is relatively low. As the primary earts situated in relatively close proximity to the wing
surface, the impingement of the vortex on the surface regub region of low pressure on the wing [49, 50, 51].
This suction force was investigated in the work by Polhani2d,[who split the lift of a sharp edged delta wing
into two components, potential and vortex lift. The vortikis the contribution to the overall lift created by the
suction of the leading edge vortices. Due to this extra campbof lift, the presence of the leading edge vortices
are generally beneficial to the performance of delta wings.
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1.2.2 Vortex Breakdown

At some point, under the influence of external and internstiibilities, an abrupt change in the the vortex core
occurs. The vortex core expands, the axial flow stagnated@amndstream, the flow becomes highly unsteady and
turbulent in nature. This process is known as vortex breakddnitially, at a low incidence, breakdown does
not occur over the wing and may occur downstream of the tiagidge. However, with increasing incidence, the
breakdown position moves upstream and crosses the trailigg at a critical angle. Further increases in incidence,
cause the location of breakdown to move further upstrearh@mwing until it reaches the apex, where the wing is
said to be stalled.

From vortex tube experiments, Faler and Leibovich [53]itkdanany different forms of vortex breakdown. How-
ever, Lambourne and Bryer [4], who studied the vortex breakdprocess in detail, noted that two main types
occur in flows over delta wings: bubble and spiral breakdoBwth types of breakdown are shown over a delta
wing in Figure 1.5. Bubble breakdown exhibits an axisymmeiehaviour and is generally characterised by the
occurrence of a stagnation point on the vortex core axis avitgion of reversed flow downstream. The remaining
outer flow passes over this bubble as a bluff body before beigained into a region of turbulent flow down-
stream. For spiral breakdown, Lambourne and Bryer [4] ssiggethat three stages occurred. A deceleration
of the vortex core, an abrupt “kink” in the vortex core, whéne vortex filament spirals around a stagnant flow
region and, finally, a further breakdown into large-scatbuilent flow downstream. A schematic diagram of this
behaviour is shown in Figure 1.6 The spiral form of breakdasvgenerally much more common over slender
delta wings. However, both these types of breakdown behawere found to occur in the experiments carried
out more recently by Payred al. [41, 54] for a series of delta wings with various sweep angtesrange of angles
of incidence. Bubble bursts have also been found to occwasiaaally in computational investigations [5].

Figure 1.5: Leading edge vortices and types of vortex breakdver a 68 delta wing. The upper vortex exhibits
the spiral form of breakdown and the lower vortex shows tHebbritype (from Ref. [4])
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Figure 1.6: Spiral vortex breakdown occurring over deltaggi (adapted in Ref. [5] from Ref. [4])



CHAPTER 1. INTRODUCTION 6

Evidence of the spiral structure was found from the expemtalénvestigation by Klutest al. [6, 55] for a 7%
delta wing at an incidence of 40 The visualisation was performed in a water tunnel factlitysough the use of
Digital PIV technigues on a 2-dimensional plane throughwbeex core. The helical form of breakdown was
witnessed by considering streamlines on a plane througlottiex core region as shown in Figure 1.7. The foci of
the streamlines, calculated from the velocity field on thasuseement plane, indicate the location where the helical
structure intersects the plane and were found to occur iaggsted pattern. This view of the helical nature of
vortex breakdown was also found in the instantaneous wyrfV results ofOzgoreret al. [56] and by Towfighi
and Rockwell [57], again using PIV techniques.

Similar details of the spiral breakdown behaviour were @ésed in the computational investigation by Visbal [10]
on a 7% delta wing at a Mach number &1 = 0.2, Reynolds number of.2 x 10° and for a range of angles of
incidence, 17 < a < 34°. It was found, for this low Reynolds number, that the timeraged view of the spiral
structure displayed characteristics of an axisymmetrigbbel type breakdown. However, in the instantaneous
results and through streakline visualisations, the spoah was clear. The behaviour of the spiral was also
captured on a plane through the vortex core and a number of/flolables were plotted to visualise its structure.
In a plot using contours of vorticity, the spiral structuraswobserved, suggested by small staggered regions of
opposite sign vorticity. This was confirmed by the use ofastrines on the same plane which exhibited clear foci
in the regions of the concentrated vorticity in a similar manto the results of Klutet al. [6, 55] described above.

Delta Wing Vortex Breakdown
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Figure 1.7: Instantaneous evidence of the spiral natureesdkoownr = 0.037, shown on a plane through the
vortex core (from Ref. [6])

There have been many investigations into the movement argitiséty of vortex breakdown to internal and ex-
ternal parameters both over delta wings and within vort&esu From these investigations, many theories have
been proposed to explain the cause of vortex breakdownhwhatude an analogy to a 2-dimensional boundary
layer, hydrodynamic instability and critical state (watteories which are explained in detail in Délery [49], Hall
[50] and Escudier [58]. Much work has also been carried ouhertheory that a critical parameter or relationship
exists at which stagnation and mass disorganisation oatting flow. These criteria are generally based on inter-
nal parameters such as the swirl velocity, axial velocity adverse pressure gradient and include, a critical value
of swirl ratio (or Rossby number), based on critical stalteoty and stability of the vortex [46, 59, 60], a critical
value of helical angle [61, 62], a switch in sign of the azihaltvorticity [57, 63] and a critical value of circulation
[64].

It has been found that there are a large number of externarfawhich also have an important effect on the
behaviour of breakdown. These include, an external adyeesssure gradient [65], which was found to move
the position of breakdown upstream, geometric effects agde inclusion of centre-bodies or sting geometries
[66, 67], sweep angle and leading edge properties [68, GPjtamproximity of wind tunnel walls [70, 71]. In the
investigation by Wentz and Kohlman [7], the effect of the ewangle on the critical incidence at which breakdown
occurs over the wing was determined. It was found that witheéasing sweep angle the onset of vortex breakdown
could be delayed for sweep angles lower than approxima&lyThis is shown in Figure 1.8.
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Figure 1.8: Effect of sweep angle on the occurrence of vdsteakdown at the trailing edge (from Ref. [7])

In a recent review by Jobe [72], the position and movemenbaiex breakdown over 65delta wings is studied.
The study details and collates the results gathered fronymdgferent investigations carried out over the years
on various delta wing geometries for incompressible flowpdtimental, computational and empirical data was
considered for a range of flow conditions. There is a largétescaf data for the range of angles of incidence
tested. Some of this scatter is attributed to differencésdding edge geometry and centre-bodies. However, even
among the investigations carried out on very similar geoieethere are differences, which may be attributed
to the unsteadiness of the vortex position (which can @deillvith an amplitude of 208p [8]) or to the way in
which the point of breakdown is determined. However, a gariesnd was obvious from all the data for increasing
incidence. Examples of this can be seen in Figure 1.9.

——=s—— Huang and Hanff
——=a—— Lamboume and Bryer
Wentz and Kohiman

16 18 20 22 24 26 28 30 32 34 36 38 40

Figure 1.9: Movement of vortex breakdown over & 68lta wing with increasing incidence (data from Ref. [8])

The data shown is from three well-known experiments by HuandyHanff [8] on a wing with sharp, symmetric,
10° bevelled leading edges and a wing centre-body, Lambouri@&gayer [4] on a wing with no centre-body and
a flat leeward surface and Wentz and Kohlman [7] on a wing wsthsiymmetrically bevelled leading edges and
again no centre-body. From these results, it can be seefottgtbsonic, incompressible flows that the movement
of vortex breakdown upstream is relatively gradual for tbe @elta wing. These three experiments also help to
demonstrate the relevant conclusions of the review, nathabthe position of breakdown is delayed downstream
by the addition of a symmetric centre-body and also by areeme in lower surface bevel angle. A number of
attempts have been made to correlate breakdown resultoatetdrmine an analytical relationship which will
qguantify the position of vortex breakdown considering a benof the influential parameters, mostly geometric.
These were briefly summarised and tested on a large datab@&seilbs by Gursul [73]. Unfortunately, none of the
relationships allowed for a collapse of the data to a singke &nd thus the relationships were not deemed to be
useful.

The occurrence of vortex breakdown has been found to haverepnced influence on the aerodynamic charac-
teristics of swept wings. In particular, there is a significaffect on the creation of lift on the wing. As mentioned
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previously, the leading edge vortices cause an increasgision the upper surface of the wing, which creates
vortex lift. The theory which describes this contributioasproposed by Polhamus [52] and is based on a leading
edge suction analogy which does not require knowledge dbéthaviour of the leading edge vortex system, only
assuming that the flow reattaches on the upper surface. Howas pointed out in the review of Lee and Ho [9],
Polhamus’ theory is not valid when vortex breakdown occues the wing and so is limited in the complete analy-
sis of lift generation over delta wings. It was discoverethirestigations by Wentz and Kohlman [7], O’Ne#l al.

[44] and Johari and Moreira [74] that for wings with sweep afrenthan 70, that the point at which breakdown
passes over the trailing edge coincides with the occurrehoeximum lift. This implies that vortex breakdown
is detrimental to the production of lift. However, for wingsth sweep angles below 85maximum lift does not
occur until breakdown is almost at the apex of the wing andning is close to stall. Therefore, it can be assumed
that the relationship between the occurrence of vortexikol@an and the generation of lift is highly complex and
that other factors are important, such as sweep angle atekwirength.

It has been generally thought that with increasing sweefeatitat the contribution of vortex lift increases [7, 9].
However, there is also compelling evidence that in fact ghosite is true. In a paper by Hemsch and Luckring
[43], Polhamus'’ theory is considered and manipulated tgigeoa relationship between the change in sweep angle
and the vortex lift. This was achieved by considering the-l@ar part of the vortex lift and its relationship to a
change in sweep angle. It was found from this investigatiam with increasing sweep angle that the contribution
of vortex lift decreases. It also showed that the overalltigbution of non-linear lift increases with increasing
sweep angle, therefore although the overall contributfah@vortex lift has decreased with increasing the sweep,
the amount of non-linear lift generated has increased. iag help to explain the differences in relationship
between the point of maximum lift and the point at which bid@kn crosses the trailing edges for the wings
described above, as it may be suggested that the linear girodwf lift is not as susceptible to the effects of
breakdown.

In an investigation by Earnshaw and Lawford [75], the lifeffacient against incidence for a number of delta
wings with various sweep angles was plotted. The resultslaogn in Figure 1.10. It is apparent from this
graph that the lift characteristics of the%&nd 7@ swept wings are the most favourable. It is also clear thdt wit
decreasing sweep angle the magnitud€,ofs reduced along with the angle at which it occurs. At firss timay
appear to dispute the results of Hemsch and Luckring [43}ielver, with consideration of the vortex breakdown
characteristics over lower swept wings, this may be duedadhtbory not accurately predicting the full lift generated
over the wings.

76° DELTA
70° DELTA
65° DELTA
€60° DELTA
55° DELTA
45° DELTA

4 > & ® X

Figure 1.10: Lift coefficient vs angle of incidence for diéat sweep angles [9]

1.3 Unsteady Aspects of Delta Wing Vortical Flows

1.3.1 Vortex and Vortex Breakdown Instabilities

The occurrence of vortex breakdown causes an increase ingteadiness in the flow over delta wings. In the
investigation carried out by Earnshaw and Lawford [75], &svound that as the breakdown location crossed the
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trailing edge of the wing, there was a significant increasthénfluctuations of the measured normal force coef-
ficient. Coherent fluctuations due to breakdown have also bétmessed in surface pressure readings [76] over
delta wings and from vortex tube experiments [77, 78]. Instuely conducted by Gursul [79], it is concluded that
the fluctuations downstream of the breakdown location ansex by a hydrodynamic instability which manifests
itself in the first helical mode. This was determined from theasurements taken by two pressure transducers
situated in the flow downstream of breakdown. The helical eniodtability, which is determined to occur over
delta wings with various leading edge sweep angles, is ihestas a helix of the rotating vortex core filament. The
sense of this helix is found to be in the opposite directioth&ovortex rotation upstream of breakdown. However,
the whole structure also rotates, with the same sense aettiex¢ore. This is, therefore, a description of the spiral
mode of breakdown, which was described in Section 1.2.2 hodis in Figure 1.6. As stated, this is the most
commonly witnessed mode of breakdown over delta wings. ddindhe analysis of the unsteady measurements
it was found that a dominant frequency could be associatddtive helical mode instability, which reduced with
increasing incidence and decreasing sweep angle. Forlalwings tested, this frequency was found to occur
in the rangeSt~ 0.5— 2. It was also determined that the frequency of the instgtdécreased with increasing
streamwise location i.e. along the vortex axis, suggegtiagthe pitch of the helix is increasing, therefore, the
spiral is being stretched downstream.

In the computational investigation by Visbal [10] on a°#elta wing, discussed in Section 1.2.2, the unsteady
nature of the spiral breakdown is also considered and aghlyAs mentioned, a plane through the vortex core
was considered and the instantaneous spiral structurendasated by staggered regions of opposite sign vor-
ticity. From this plane, the increase in radius and pitchhef helical configuration, mentioned by Gursul [79],
was found. The development and movement of the helix waswaits@ssed through a number of consecutive
instants, as the regions of vorticity were found to move detwveam. Spectral analyses were carried out on the
pressure signals measured under the vortex breakdowmregiom the power spectral density (PSD) plots of
the data, it was found that a number of dominant peaks oatuirbe largest peak for the majority of the data,
taken at different positions on the wing and at differentlasgf incidence, was centred around a non-dimensional
frequency of approximatelt= 3.2. This was suggested to correspond to the frequency of taéao of the
spiral structure. It was noted, however, that this freqyémcreased slightly with increasing incidence, due to the
upstream progression of the breakdown location. Othergediich were noted to occur in many of the results
had non-dimensional frequencies of approximattly- 1.3 and 20. No suggestions were made to the cause of
these peaks. From further consideration of the overall\aehaof the spectral data with increasing incidence,
it was observed that with increasing incidence, and theeefisonger breakdown, the frequency response broadens.

This unsteady structure was also considered experimgibtaKlute et al. [55], discussed in the previous section.
From the instantaneous velocity calculated on a plane girabe vortex core, the downstream progression of
the streamline foci was witnessed, indicating the rotatibtihe spiral breakdown, as mentioned above. The foci
were also found to be accelerating downstream at diffeegasy suggesting that the radius and wavelength of the
spiral increases. This is in agreement with the findings difi I&ursul [79] and Visbal [10]. The time histories of
streamwise velocity, taken from the DPIV data at a numbeoaits downstream of the breakdown location, were
analysed using PSD techniques. From the analyses at a obsistmwise location from the breakdown location,
a number of dominant frequencies were found at approxim&tet 0.44, 172 and 278, with theSt=1.72 con-
sistently exhibiting the highest energy at all points cdastd. Further analysis at varying streamwise locations
downstream of breakdown showed that with increasing distdiom breakdown, the dominant frequency of the
flow decreased. This was attributed to the increase of thiegaohd wavelength of the spiral mentioned above.
This dominant frequency for the helical mode instabilit 4 1.7) was also captured in the inviscid computa-
tional results of Gortz [23]. The calculations were catrigit on a 70 delta wing at 27 incidence and with Mach
numberM = 0.2. This frequency was calculated from flow visualisationeretthe period of one rotation of the
breakdown spiral was observed to be approximatdl)® seconds.

As well as the unsteadiness within the vortex breakdowroretfiere is also unsteadiness in the location of vortex
breakdown. In the computational study by Visbal [10], désst above, a high amplitude, low frequency oscilla-
tion was found to occur due to the motion of the breakdowntlonaThis is shown in Figure 1.11. It is clear that
the large scale amplitude of the breakdown oscillation paximately 9%;. The corresponding non-dimensional
frequency of this oscillation was found to B¢~ 0.075. A higher frequency, low amplitude oscillation was also
found, however the resolution of this was not sufficient fovalthe frequency to be determined. This unsteady
behaviour has also been found to occur in experimental figg®ns, such as Huang and Hanff [8], Garg and
Leibovich [77], Payneet al. [41], Lowson [80] and Mitchelket al. [81]. From these investigations it has been
found that the breakdown location can oscillate with an #uné of as much as 2084 [8]. In the results of
Payneet al. [41], it was found that these oscillations had an amplituidgpproximately 2%; and occurred in an
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antisymmetric manner over the left and right hand side oflasfan wing.
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Figure 1.11: Streamwise fluctuations of vortex breakdoweation ata = 32° (from Ref. [10])

In the experiments carried out by Mitcheli al. [81] on a 7@ delta wing, this behaviour was also considered and
the frequencies associated with this phenomenon werendieted. The tests were carried out in a wind tunnel
for a range of angles of incidence at Reynolds numberstd9 10°, 1.56 x 10° and 26 x 10°. Laser sheet flow
field visualisation techniques were used to determine thakatown location and a time history of the behaviour
was obtained for both leading edge vortices. From this sthdyasymmetry of the breakdown location was also
witnessed and an interaction between the vortices was asburor all flow conditions tested, the frequencies of
the breakdown oscillations were found to be in the rafge 0.0443— 0.0697. The amplitude of the oscillations
was found to be as much as 26%depending on the incidence and freestream velocity. Thdituue of the
oscillation appeared to increase with increasing Reynaloisber and decrease with increasing incidence.

Further work to consider the sensitivity of this phenometmReynolds number was reported by Lambert and
Gursul [82]. In this study wind tunnel tests were carriedat Reynolds number of@ x 10° on a 8@ delta wing
ata = 50°. The unsteady behaviour of the flow was measured using supf@&ssure transducers downstream of
the location of breakdown and the dominant frequencies determined from the resulting analysis. The vortex
breakdown oscillation was determined to correspond to & freguency ofSt= 0.15 and two further frequencies
atSt= 1.5 andSt= 2 were attributed to the helical mode instability. Compamisvith the results of other similar
investigations carried out at relatively low Reynolds ner#j83, 84, 85] showed that the behaviour of the break-
down was insensitive to Reynolds number.

In the investigation carried out by Gursul and Yang [86] odadelta wing an attempt was made to determine the
cause of these fluctuations and whether the helical modehitist could have an effect on the behaviour. From
consideration of the frequency domain data gathered froiv aBalysis of the flow downstream of breakdown it
was determined that the non-dimensional frequency of theghenode instability was dependent on the incidence
and ranged between approximat8iy=1.72 and 35. Similarly, the dominant peaks associated with the ascill
tion of breakdown location was defined to occur in the ra8ge 0.07— 0.12. It is clear that the non-dimensional
frequency response of the breakdown fluctuations is an ofdeagnitude lower than the response associated with
the spiral breakdown. Due to this, it was determined thah#iieal mode instability was not directly responsible
for the breakdown fluctuations. It was stated that, by thgsiarent, the Kelvin-Helmholtz instability of the shear
layer was also not responsible for the fluctuations of vaoreakdown position as its dominant frequency is known
to be an order of magnitude higher than that found for theehbfhode instability.

Further investigation into the behaviour and origins ofbheakdown oscillation was carried out by Merdteal.

[15] for a series of delta wings with varying sweep angle asrdafrange of angles of incidence,= 25° — 42°
using flow visualisation and LDV techniques. Again, thisdstdiound that the specific dominant frequency and
amplitude associated with the fluctuation of the breakdaveation was dependent on the angle of incidence.
However, all dominant frequencies occurred in the rafige 0.04— 0.12. A dependence on the sweep angle of
the wing was also determined. Evidence of the asymmetryedbthakdown oscillations was found from consider-
ation of the full wing. It was shown that the oscillations ocat the same frequency, however they are out of phase
by approximately 180 It was determined that this asymmetry was due to an inierabietween the vortices,
caused by a streamwise instability of the two breakdowroregiand is non-linear in behaviour. However, with
the inclusion of a splitter plate, it was found that the datibn of breakdown was still present although with a
significant reduction in amplitude and RMS behaviour.
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Jumperet al. [64] suggested a simple criterion for vortex breakdown Hasea critical value of the circulation
of the vortex. From consideration of their model, it was ®gigd that the oscillation of breakdown was due to a
fluctuation of the circulation within the vortex core upsine of breakdown. As the circulation changed, the point
of breakdown would move, either upstream or downstream stalale location in response to this change in up-
stream flow conditions. This was concluded from considenatif the rotational direction of the spiral breakdown
in relation to the rotation of the vortex core and to the riasglinduced velocity, which is in the opposite direction
to the axial flow of the vortex upstream.

A consequence of vortex breakdown asymmetry and fluctu&ioartex interaction at high angles of incidence,
where the vortices move inboard and become much closer. éxperimental investigation by Menke and Gursul
[87], the overall unsteady nature of the leading edge vestimver a 7%sharp leading-edge delta wing was con-
sidered. The experiment was carried out in a water tunneRatymolds number of.4 x 10% It was found from
LDV measurements and consideration of probability datalinge amplitude velocity fluctuations occurred in the
core of leading edge vortices upstream of breakdown positinm even in cases where breakdown was not present.
Frequency spectra were considered of the velocity timetiést from three span-wise locationsxdt, = 0.6.
Each of the three positions gave noise-like, broad-bamubreses, with no discernible peaks. As the frequency
range under consideration covered a number of unsteadyptesron, such as the fluctuation of breakdown lo-
cation, helical mode instability and the Kelvin-Helmhaltzstability, these could be ruled out as the cause of the
fluctuations. Another factor considered was vortex intéoa¢ which was also discounted. It was consequently
suggested that these velocity fluctuations were caused aydom “wandering” of the vortex core. Suggestions
were also made as to the cause of the vortex wandering, sublk apstream influence of the turbulent unsteady
flow in the wake and the effect of three-dimensional insitdd in the shear layer, however no conclusions were
reached. In another investigation by Gursul and Xie [88]nka between this wandering behaviour and the pres-
ence of the Kelvin-Helmholtz instability in the separatbeéar layer was determined. It was suggested that this
interaction between the shear layer instability and vonterdering was due to the small scale vortices being con-
vected around the primary vortex, therefore displacingtreex core through the process of Biot-Savart induction.

This vortex interaction and unsteadiness can, at high amglemcidence beyond the stall angle of the wing, result
in vortex shedding from the wing. This was found for & Z&lta wing in the investigations by Rediniogs al.

[89, 90]. In the investigation the wing was tested at angfésadence between 3%and 90 at Reynolds numbers
ranging between.8 x 10* and 902 x 10°. At angles of incidence greater than approximately gériodic shed-
ding was found to dominate the wake region of the wing. Theabielur of the periodic shedding was not found
to be influenced by Reynolds number, however the angle oftavae sensitive. For higher Reynolds numbers
the angle of onset was found to be slightly lower than for logyRolds number. For lower angles of incidence,
in-phase shedding was witnessed on the wing, with vortiegsgtshed at the same time from both leading edges,
however with a further increase in incidence above &8econd shedding mode was discovered. This mode was
found to be an alternate shedding of vortices which occuitls thie in-phase shedding. It was also found that the
non-dimensional frequency (Strouhal number) of the pécivdrtex shedding decreased with increasing incidence
and occurred in the rang&t= 0.05— 0.4. It was proposed that this shedding was due to the sheardaparating
and no longer being able to create the swirling flow with a ificgnt axial motion. This would result in vortical
structures being shed to the freestream.

In the experiments carried out by Gursul and Xie [11, 91], tdamsition from the helical mode instability of
breakdown to vortex shedding was investigated. The exgerisnvere carried out in a water channel, using LDV
and flow visualisation techniques on &®&harp leading edged delta wing. LDV data was obtained frofarmep
perpendicular to the wing surface, situated at the traiéidge. From this data, at different angles of incidence
between 32 and 70, the changing behaviour of the flow was observed. This is shawigure 1.12. It is clear
from this figure that with increasing incidence, the domirfeequency of the helical mode instability is found to
decrease, whereas the frequency of the vortex breakdowtatien and interaction is virtually constant. However,

a change in the behaviour was found at an incidence of appeaigly 6@, where the characteristic swirling flow
disappears at the trailing edge and a separated shear &jenrappears. These results were compared to the
results from Rediniotist al. [89] and Gursul [79] described above. The RMS velocitiesadse considered, which
show the highest velocity fluctuations occurring initiall§thin the vortex core region, and then with increasing
incidence, in the shear layer itself. Spectral analysebedd velocity fluctuations were carried out for all angles
of incidence. It was found that for the swirling flow, that tdrequencies were dominant, which were virtually
constant over the wing, corresponding to non-dimensioakles ofSt~ 0.07 and~ 1.0. The lower frequency

is consistent with fluctuations of vortex breakdown locatis discussed above whereas the larger frequency was
attributed to the helical mode instability which is stillgzent over the wing. These two peaks are found to occur in
the flow up until the critical incidence of approximately’d@entioned before. Above = 60° where the swirling
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flow disappears, the frequency response changes and thentyisne dominant peak. The non-dimensional
frequency of this dominant peak is found to e~ 0.3 which corresponds to the frequencies determined for
vortex shedding in previous measurements of a delta wingWé]. As the change in dominant frequency of the
flow is relatively sudden it is concluded that the transiiioflow behaviour to vortex shedding is also abrupt.

20r » Ppressure (x/c=0.89)(Gursul 1994)
a velocity (x/c=1.5)(Rediniotis et al.1990)
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Figure 1.12: Variation of non-dimensional frequency fosteady phenomena as a function of angle of incidence
(from Ref. [11])

1.3.2 Shear Layer Instabilities

As mentioned previously, a shear layer is formed as the flowSlover the leading edge of the delta wing, which
rolls up and creates the leading edge vortices. Howevershiear layer is subject to a number of instability
phenomena. These instabilities have been seen to causecimeance of vortical sub-structures within the shear
layer, which can be divided into three main forms [14]:

1. Anunsteady form where the discrete vortical sub-stmestmove with time through the shear layer.
2. A steady laminar form, where the sub-structures areapatixed.
3. A mean stationary form observed in time averaged solstiditransitional/turbulent shear layers.

The first of these, an unsteady, time-varying instabilitgisiirst found by Gad-El-Hak and Blackwelder [38, 40]
for both 6@ and 43 delta wings through flow visualisation techniques. It wasnfd that within the shear layer,
discrete vortical sub-structures occurred which pair ug motate around each other, as shown in Figure 1.13.
These sub-structures could not be seen with the naked eyerdyndhrough the flow visualisation. They were
found to exist all along and parallel to the leading edge armlioed at a frequency which was dependent on the
freestream velocity. This type of behaviour is well docuteérfor the development of two-dimensional shear
layers between two streams of differing freestream vejldd] and is known as the Kelvin-Helmholtz instability.
Therefore, it was proposed that the behaviour was causedinyilar Kelvin-Helmholtz instability arising on the
shear layer.

Figure 1.13: Kelvin-Helmholtz shear layer instabilitiéoMm Ref. [6])
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(a) ey = 25200, Re, = 41900

(h) Re, = 61100, Re, = 101900

(c) Re, = 118000, Re, = 196700

(d) Rey = 175400, Re, — 292300
Figure 1.14: Shear layer instabilities and the effect ofiRégs number (from Ref. [12])

Further evidence of these unsteady structures was foureitirhe-accurate computational study carried out by
Gordnier and Visbal [93]. In this investigation a®7delta wing was used at an incidence of30 The flow con-
ditions applied were a Mach number of 0.2 and Reynolds nustife®5 x 10° and 9x 10°. The higher Reynolds
number case was used in a previous study where the resubtfouard to be unsteady [94]. This unsteadiness was
attributed to the Kelvin-Helmholtz instability in the shidayer. A time step study was carried out, resulting in a
time step ofAT = 1.25x 10~%. For improved agreement with the experiments of Gad-El-dfat Blackwelder
[38] the lower Reynolds number was used for the majority ef ¢hlculations. Using instantaneous plots of the
flow, the unsteady structures were shown to occur in the dagar region and the roll up of the sub-structures
were clearly seen. Time-histories of the pressure at diffestreamwise positions were measured and the dominant
frequencies were considered. It was determined that thémmfrequency was almost linearly dependent on the
streamwise position, with the Strouhal number decreasittgimcreasing chordwise position. In the experimental
findings of both Gad-El-Hak and Blackwelder [38] and LowsB88][the shedding frequencies of these structures
are found to be uniform, only dependent on Reynolds numbeweher, the frequencies which occurred at the
trailing edge were found to be consistent with the expertalamlues found. The effect of these structures on the
surface pressure coefficient distributions was shown taraigor this Reynolds number however, it was stated
that for the higher Reynolds number used the temporal effastgreater.

In the study by Riley and Lowson [12], the development of tees layer was investigated using flow visualisation
and LDA technigues. An 8xdelta wing was used, set at an incidence ab22In this investigation both steady and
unsteady instabilities were found to occur and it was deteththat this occurrence was dependent on Reynolds
number. For Reynolds numbers less than approximatelg@ the shear layer appeared to be fully laminar with
no clear structures being witnessed. However, with inéngegReynolds number streamwise structures first appear
then become more distinct. An example of this effect and tteaslayer structure is shown in Figure 1.14. This
also clearly shows the occurrence of turbulent disturbaitéhe flow at the trailing edge which move upstream
with increasing Reynolds number.

This dependence on Reynolds number was also found in thetigadon carried out by Lowson [39]. After con-
sideration of the onset of the unsteady instabilities, & waggested that their appearance was dependent on tunnel
velocity and therefore, the unsteady structures witnessed a result of external instabilities in the tunnel and not

a generic part of the flow. However, as mentioned before,arotiiginal investigation by Gad-El-Hak and Black-
welder [38], it was noted that frequencies of the unsteastahilities were dependent on the freestream velocities.
This would, therefore, suggest that the instability wouddelop at the most unstable frequency in the flow, which
may coincide with external disturbances [95]. This Kelleimholtz instability has also been witnessed in many
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numerical calculations [14, 96, 97] which do not contain arternal disturbances. Therefore, it must be assumed
that this type of instability is an inherent part of the shlager behaviour and not a result of external influences.

LDA measurements were taken at a number of positions withenflow, and from the results, laminar steady
sub-structures were observed. These correspond to thadségme of instability mentioned above which were
also found from the flow visualisation results to be visildahe naked eye and very sensitive to external distur-
bances. In considering the behaviour of these stationeugtstes, it was found that their path was helical around
the main vortex. It was also discovered that the velocityfif@®were wake like when near to the leading edge
but as the structures moved away, the velocity deficit witpeet to the freestream disappeared. Their strength
also increased with distance from the leading edge due tdittusion of vorticity to the flow. The origin of these
sub-structures at the leading edge was also investigated aas determined that the presence of the secondary
vortex was important. In a discussion of the cause of thebevsttices being due to a cross-flow instability as
suggested by Washburn and Visser [97], described belovgststated that the secondary vortex may be the cause
of the necessary spanwise gradient. In conclusion it wasdsthat the theory of a cross-flow instability was in
essence, identical to that of the three-dimensional Kelétmholtz instability, therefore these co-rotating vor-
tices must be due to a local Kelvin-Helmholtz mechanism o@og in the streamwise vortex feeding sheet. This
process was also observed in the DNS calculation by hah [98] on the same 85delta wing. The results
obtained from the calculation were very similar to the eipent, however the laminar steady structures were not
witnessed. Unfortunately, no further experimental or cataponal investigations have been reported which have
also observed these laminar, steady structures for higlgpswings.

Gordnier and Visbal [96] carried out an investigation inte trigin of the unsteady shear layer phenomenon,
which was inspired by the findings of Riley and Lowson [12]taded above, concerning the effect of external
disturbances. Calculations were performed for three mdiffewings with sweep angles of 7075° and 8%, at a
range of angles of incidence froma® 25° with two Reynolds numbers being considereck 10* and 5x 10%.

The grid used was based on one detailed for a previous igegistin [93]. A post-processing technique was utilised
which allowed a simulated laser light sheet to be createdderdo compare the results with experimental flow
visualisations. Validation was carried out for a&°telta wing and very good agreement was found for the flow
visualisation, with similar sub-structures observed ia tomputational results. Further study was carried out to
attempt to explain the mechanism which causes these ugsttadtures and to determine if this could be same
mechanism which occurs in experiments. It was determirad & grid refinement study that the axial grid reso-
lution effects the shedding frequency of the sub-strusturewever, no noticeable change in the overall behaviour
of the flow was found. From consideration of all the resultwats suggested that the shear layer unsteadiness
was due to a boundary layer eruptive behaviour caused bytheaction of the primary vortex with the surface of
the wing. The disappearance of these structures for low ®dgmumber was also witnessed and was explained
through the elimination of the eruptive behaviour. The &ffef the incidence and sweep angles detailed before,
was attributed to the increased strength of the primaryexothus amplifying the behaviour and causing more
unsteadiness in the flow. It was also determined that thedshgdrequency behaviour with chordwise position
becomes increasingly linear with greater unsteadiness.

The third type of structure was found in the investigatiorMdgshburn and Visser [97]. In this study, three delta
wings with sweep angles of 7076° and 80 were used to investigate the behaviour of steady sub-esrtié\
five-hole probe was used to obtain velocity and pressuretdatbiow the measurement of the conditions for the
sub-structures to occur and for their helical paths to benddfi The experiments were carried out for a range
of angles of incidence between®and 2% and Reynolds numbers betweess & 10° and 2x 10° for each of

the wings and sub-structures were found for almost all caBeg to the limitations of the five-hole probe data,
temporal instabilities could not be measured. Therefbestructures observed were mean and steady in nature.

It was determined from the study that the size and rate ofymioh of these vortices was dependent on the
incidence and sweep angle. An increase in the incidence ecr@dse in the sweep angle resulted in an increase in
frequency and a decrease in the size of the sub-vorticesné&aase in strength of the shear layer was attributed
to the rise in frequency. It was also noted that with the sahange in parameters that the structures formed
closer to the leading edge. The paths of the sub-structuges shhown to be helical, as initially assumed, however
no evidence was found to support the theory that they araieett into the vortex core downstream. From
consideration of the vorticity behaviour, it was deterndittieat these vortices were co-rotating with the primary
vortex core and based on this, a theory to their cause wa®steglj It was believed that the structures were due
to an inviscid instability in the shear layer which was basada cross-flow instability, similar to that found in
three-dimensional boundary layers, where the resultintjoas are also found to be co-rotating. These steady
state, mean structures were also found in the experimentstigations carried out by Payne [42], Mitchetllal.
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[99, 100] and Honkan and Andreopoulos [101]. Figure 1.15wshihe helical paths of these structures from the
results of Mitchellet al. [99, 100] captured using LDV technigues on & d@lta wing.

Figure 1.15: Stationary shear layer sub-structures sh@wglcontours ok vorticity in planes perpendicular to
the wing surface (from Ref. [13])

In a DNS investigation by Visbal and Gordnier [14], &@&&mi-infinite delta wing is considered to determine the
behaviour of the shear layer without any external influested as the presence of vortex breakdown or trailing
edge effects. The flow conditions used correspond to anencielof 28 and a Mach number of 0. The Reynolds
numbers considered are dependent on the length of the refjinterest and range between@0® and 5x 10,

The effect of Reynolds number was considered, in order terdehe the effect without the presence of external
forcing such as those witnessed in experiments. The belmaw@nputed was similar to that of the experiments
with the present of a steady laminar vortical system at loyriRé&ds numbers and the increase in unsteadiness of
the shear layer as the Reynolds number is increased. It viad titat the unsteady behaviour began toward the
trailing edge of the wing and moved toward the apex with iasitleg Reynolds number as also found in the results
of Riley and Lowson [12]. It is also determined that withinnaadl range of Reynolds number, the complexity of
the flow increases dramatically. A greater appreciatiorhefthree-dimensional complexity of the flow and the
differences caused by change in Reynolds number can bedjaome Figure 1.16.
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Figure 1.16: Instantaneous shear layer structure showsobgurface of axial vorticity for two Reynolds numbers
(From Ref. [14])

It is clear from these diagrams that the flow is easily spti ithree streamwise regions, as suggested by the au-
thors. Region | corresponds to a region where no sub-stegticcur and the flow is found to be essentially steady.
Region Il refers to a region where the shear layer structare®vident, and appear to be well organised with a
helical path around the vortex which, as they start closbeanting, are parallel to the leading edge then become
further inclined toward the apex. In animations, it is sfateat these structures are clearly seen to rotate around
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the vortex. Further downstream, in Region lll, the sheaetappears to be affected by further instabilities and
therefore the flow becomes more complex. This further coxkifglenay be caused by the sub-structures breaking
down into further discrete concentrations of vorticity aHnicontinue in the helical path around the vortex. It is
suggested that this is due to a secondary instability of #lgiK-Helmholtz instability. Again, as in their previous
investigation [96], it is suggested that the instabilifieshe shear layer occur due to the interaction between the
upper surface laminar boundary layer flow and the primaryexorThese results rule out the occurrence of un-
steady separation from the trailing edge as a cause for steantiness within the shear layer.

Consideration was given to the time-averaged or mean reptason of the flow, which would allow closer val-
idation with the experimental results gained by Washbuh \dsser [97] and Mitchelket al. [99, 100]. Figure
1.17 shows the resulting plots. These plots show the shgear, leharacterised by stationary helical sub-structures,
which are co-rotating with the primary vortex as found in é&xperiments. From further consideration it is found
that there are regions of high RMS velocity fluctuations itine shear layer, which appear to correspond to the
positions of the helical sub-structures.

Itis noted that the time-averaged structures only appe#reaft section of the wing (corresponding to Region 111
from before) with the rest of the time averaged shear laypeapng smooth. It is suggested that this behaviour
is explained by the secondary instability occurring in Redill mentioned in the discussion of the instantaneous
results. If this secondary instability occurs with a suéfitti periodicity and wavelength, then it is suggested that
it would be viewed in the time-averaged results. Thereftire,conclusion is made that the “stationary” and
“unsteady” shear layer structures are not necessarily éparate phenomena but may in fact be different views of
the same physical behaviour. It is noted that the laminadststructures as shown in the investigation by Riley
and Lowson [12] for a highly slender delta wing, have not begnessed in this investigation.

(@) Re=25x 10 (b) Re=5x 10*

Figure 1.17: Time-averaged shear layer structure showsdgurface of axial vorticity for two Reynolds numbers
(from Ref. [14])

1.3.3 Unsteady Flow Topology

From consideration of the literature summarised in theiptes/sections, an overall picture of the unsteady behav-
iour of delta wing vortical flows can be obtained. It is cleaattthere are many unsteady phenomena which exist
in the flow, these include (in no particular order):

e Helical mode instability

Shear layer instabilities

Vortex Shedding - both from the trailing edge and at high esgif incidence

\ortex core rotation

Shear layer reattachment

\Vortex breakdown oscillation

Turbulence downstream of breakdown
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It has been found that characteristic frequencies existarflow which can be associated with each of these phe-
nomena. From the literature review it is clear that thereetimen many investigations which consider the unsteady
behaviour of vortical flows. Table 1.2 summarises thesesitigations, and details the frequencies assigned to each
phenomenon. The column marke@ther’ contains the frequencies which appeared in the investigabut were

not assigned to any phenomenon. Some of the computaticnadtgeletailed will be considered with respect to
the numerical methods used in a later section.

This table allows a general appreciation of the frequeneyert to be obtained and patterns emerge relating to
the order and size of the dominant frequencies. For exarhpleudld appear that the majority of the frequencies
assigned to the helical mode instability fall betw&te- 1 — 2 and similarly for the oscillation of vortex breakdown
location the majority of the investigations show this to urcwith a Strouhal number betwe&i= 0.04— 0.2.
Menkeet al. [15] performed a similar analysis of the flow behaviour fromriwcarried out by Gursul [79], Gursul
and Yang [86], Gad-el-Hak and Blackwelder [38] and Gordaied Visbal [93]. From this, a schematic of the
frequency spectrum was created in an attempt to classifyribteady frequencies. This is shown in Figure 1.18.
Further consideration of the unsteady behaviour of the fleer delta wings can be obtained from the reviews by
Gursul [95, 102].
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Figure 1.18: Spectrum of unsteady flow phenomena as a funatiStrouhal number (from Ref. [15])

1.4 Transonic Effects on Vortical Flows

As the freestream Mach number is increased to transonitsléde> 0.7, the vortical flow changes and behaves
differently to that for the subsonic regime. In the expemtsecarried out by Ericksoat al. [117, 118], it was
found that increasing the Mach number from 0.4 to 0.95, chdrige shape of the leading edge vortex. The vortex
was found to become flat and elliptical in appearance andrsatgssively closer to the surface of the wing. It
was also found that with the increase in Mach number throbghransonic regime, that the suction induced on
the surface of the wing by the leading edge vortices was deerkdue to a fall in the upwash created by the
leading edges. From the experimental study by Elsenaar arijribkers [18] on a 65cropped delta wing it was
also found that with increasing Mach number, the magnitddieeoprimary suction peak decreases, broadens and
moves inboard for a given chordwise station. The secondeai( pras also found to move inboard.

As the Mach number increases, it is found that the flow becdouadly supersonic and as a result shockwaves
will appear in the flow, further altering the behaviour of feading edge vortices. Stanbrook and Squire [119]
determined that the change in behaviour of the leading eslggrated flow could be correlated by considering the
Mach number and incidence normal to the leading edge, deffesgectively by

— Mw/1— si2Acoa _tan-1 (@2 )

My = MoV 1—sirPAcofa and oy =tan (cos/\) 1.1
Using these flow parameters, the flow behaviour could beispditwo main types of flow, separated and attached.
These flow behaviours were separated by what is known as #mdi®bk-Squire boundary. Miller and Wood
[16] gave further consideration to the types of flow overa&ings for transonic and supersonic regimes from
experimental results on a number of delta wings with vangngep angles for a range of Mach numbers and
angles of incidence. From the analysis of the results, thessified the flow into six types of behaviour, including
classical vortex, vortex with shock and shock-induced s#fmm. These flow behaviours were also defined by
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Conditions Phenomenon - Strouhal Numbers
I nvestigation a Re Helical Mode Shear Layer Vortex Shedding VBD Location Other -
I nstability 3

Ayoub and McLachlan [83] 25° - 90 2.25x 10° - - - 0.10-0.17 - ;OU
Furman and Breitsamter [103] 18, 232,28 1-2x1CP 1.65-2.1 - - - - O
Gad-El-Hak and 1°-15°  13-35x 1P - 1625/v/Re - - - S
Blackwelder [38] ~3-15 C:J'
Gursul [79] 15° - 50° 25x 10%- 05-2 - - - - >

1x10°
Gursul and Xie [11, 79, 88, 91] 31°-70° 4.1x 10 ~1 - 0.3 0.04-0.12,0.07 -
Gursul and Yang [86] 26°, 3%, 37 5x10* 1.72-35 - - 0.06-0.12 -
Helin and Watry [85] 1.16x 10 - - - 0.10 -
Klute et al. [55, 6] 40° 45x 104 1.72 - - - 0.441,2.78
Lambert and Gursul [82] 50° 1.6x10° ~15,2 - - 0.15 -
Lee and Gursul [104] 20° - 35° 35x10° 2 - - - -
Lowson [105] 20° 6.04x 10° - - 2577/v/Re - - -

1.66x 10 ~20-32
Menkeet al. [15] 65°, 7P, 75° 250 -42° 4.1-54x10 - - - 0.04-0.12 -
Mitchell [13] 27 1.56 x 10° - - - 0.015,0.035 0.079,0.59,0.79, 4.15
Mitchell [81] 27 9.75x 10° - - - - 0.0443-0.0697 -

2.6x10°
Portnoy [84] 3.8x10%- - - - 0.04-0.10 -

4.96 x 10*
Rediniotis [90] 35°-9C° 5.1-9.02x 10° - - 0.2 - 0.6-0.94
Renacet al. [106] 50 - 35° 1.2-35x10° ~2 - - - -
Taylor and Gursul [107] - 1.2 - 0.6 -
Woppowa and Groshe [108] 30 10° - 10° - - 0.25,0.5 - -
Yaniktepe and Rockwell [109] 7°-17° 10 0.51-3.29 3.39-4.73 - - -
Yavuzet al[110] 10° 104 1.65, 3.29 - - - -

Table 1.2: Non-dimensional frequencies correspondinofmitant unsteady features of vortical flows from literatur
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Computational Results

Conditions Phenomenon - Strouhal Numbers
I nvestigation A\ a Re Helical Mode  Shear Layer Vortex Shedding  VBD Location Other
I nstability

Cummingset al. [111, 112] 70 3%° 4.07x 10° 0.221,1.35 6, 8.5 - - -

Gordnier and Visbal [14] 50 2%° 25-5x10* - 42.5,64,11.5 - - -

Gordnier and Visbal [113, 114] 80 5°-1%° 2.6 x 10* - 10.7 - 0.63 2,4,8

Gordnier and Visbal [93] 7% 205° 5x 10 - 10-30 - - -

Gordnier and Visbal [115] B 10°-25° 1-5x10° - 5-25 - - -

Gortz [23] 70 27°-3%° 1.65,1.75,1.96 10.2 - 0.017,0.04-0.6  0.34,0.655,0.7
1.295,2.32,2.5

Morton [30, 116, 24] 70 27 1.56x 10° - - 8 - ~5.3,6,9, 10,20

Shanet al. [98] 85° 125° 1.96° - 1.086 - - -

Soemarwoto and Boelens [31] %0 27° 1.56x 10° - - - - 9,11, 18

Visbal [10] 7% 17°-34° 9x 103 3.2-4 - - 0.075 13,2

Table 1.2: Non-dimensional frequencies correspondinmmortant unsteady features of vortical flows from literat(@ontinued)
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the normal Mach number and incidence used by Stanbrook anieSand thus the classification diagram was
redefined. This is shown in Figure 1.19.
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Figure 1.19: Classification of flow behaviour over delta veity Miller and Wood [16]

In the detailed review by Narayan and Seshadri [120] on #restynic and supersonic behaviour of delta wings,
further classification of the flow behaviour is considereflistakes into account the individual behaviour of the

shocks in the flow and their location relative to the leadidgeevortices. This provides a further three types of
behaviour. However, all these behaviours can be considesenib-types to the classification as defined by the
Stanbrook-Squire boundary - leading edge attached floweadirig edge separated flows. Transonic flow over
delta wings generally falls into the leading edge separedéshory with leading edge vortices being formed. How-

ever, depending on the Mach number, shocks are found to bendre

A large number of investigations, both experimental and exical have been carried out, which have looked at
the occurrence and behaviour of shockwaves in vortical flmwsarying transonic conditions [17, 18, 117, 121,
122,123, 124, 125]. From these investigations, a numbenadlavave systems have been observed and detailed
in the literature. In the investigation of the transonic &@dbur of delta wing flows carried out by Elsenaar and
Hoeijmakers [18], the presence of two main shockwave systemthe upper surface of the wing is discussed
based on conjecture and experimental data. These are:

1. Underneath the primary vortex, at an approximately @rspanwise position, just outboard of the primary
suction peak;

2. On the aft section of the wing, close to the trailing edg@erdicular to the plane of symmetry.

These shocks are termed cross-flow and rear/terminatingkshrespectively. Using theoretical reasoning, it is
stated that the cross-flow shock causes the secondary Sepamader the primary vortex. As the incidence is
increased for a particular Mach number, the shock forms uth@éevortex creating a large adverse pressure gradi-
ent, which results in the separation of the boundary layéis $hock is the reason for the inboard movement of
the secondary separation, mentioned above. It was detedrtiiat for a Mach number of 86 at the chordwise
positionx/c; = 0.6, that the switch from pressure gradient separation tokshmiuced separation occurs at an
incidence of 14° for this configuration. These cross-flow shocks may be appémem the surface isobar plots
as tight contours of pressure coefficient, however in thesse pressure coefficient distributions the position of
these cross-flow shocks are not clear.

The occurrence of the rear shock is found from consideratidghe chordwise pressure coefficient distribution at
the plane of symmetry. At low angles of incidence and at loncMaumbers the distribution along the plane of
symmetry gradually decreases toward the trailing edgeeafidiv conditions return toward freestream conditions,
however at moderate angles of incidence with increasingamber there is a sharp change in distribution near
to the trailing edge. This sharp change characterises th@@nce of a shock-wave in this region. It was found
in this investigation that for an incidence of%that the flow becomes supersonic over the wing at a Mach number
between B and 085 and there is clear evidence of a rear shock-wave for thesgitions. This rear shock was
found to move downstream with increasing Mach number.
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The occurrence of the two main shock systems was also detedrfiom the experiments of Ericksenal. [117,
118], mentioned above, using surface pressure measurgarhfrom surface reflective visualisation techniques
used by Donohoe and Bannink [17, 122]. The surface refleafmique is a type of Schlieren visualisation which
allows three-dimensional aspects of a flow to be capturedbbredrved clearly. The experiments were carried out
on a 6% delta wing atM = 0.8 and from the results, schematic diagrams were producesistpache proposed
behaviour and shape of the shocks in the flow. These are smoligure 1.20.

"™ Embedded cross-
flow shock wave

(a) Embedded cross-flow shock (b) Rear/terminating shock surface

Figure 1.20: Schematic diagrams showing proposed positioil shapes of shock systems over transonic delta
wings [17]

It is clear that Figure 1.20(b) shows the rear shock as besngegmdicular to the symmetry plane at the centreline
of the wing, but then arcing downstream toward the primanyizes and appearing to intersect the vortex region.
From the side view visualisations, it was also noted thatesymmetry plane the shock extends initially perpen-
dicular from the wing surface, then curves upward towardagbex before returning to a perpendicular direction
until it disappears. This shock was witnessed at an incieleid® where breakdown did not occur and it was
noted that it did not appear to disrupt the vortical flow. Doghiis, it was proposed by the authors that the shock
moves above the vortices as it curves downstream. Thesgfloesand rear/trailing edge shocks have also been
found in many computational investigations [121, 123, 1125, 126].

In the computational investigation carried out by Visbatl @ordnier [125], the effects of compressibility were
considered for a #delta wing for a range of Mach numbers at a constant Reynaidger. From the results of
the calculations a number of shocks were witnessed in thefio@ach Mach number. As well as the cross-flow
shock underneath the primary vortex and the rear/ternmgathocks described above, a two further shocks were
witnessed on the wing. These were an upper cross flow shodéshwat above the primary vortex and a centreline
shock, which sits parallel to the wing surface above the sgtnnplane. The upper cross-flow shock has also been
found experimentally for transonic delta wings [117, 113711

The occurrence of these shockwave systems in the flow intexdthe complex behaviour of shock/vortex and
shock/boundary layer interactions [49, 128]. This is gattirly important when considering the behaviour of
vortex breakdown for transonic flows as the breakdown beliavs quite different to that witnessed for subsonic
vortical flows where the onset of breakdown is relativelydyra with increasing incidence [72]. The behaviour of
vortex breakdown was also detailed in the investigation Isgaar and Hoeijmakers [18] mentioned before. The
differences in the flow behaviour pre- and post-breakdowrshown using surface isobars and chordwise distrib-
utions of pressure coefficient at the symmetry plane. Théopeakdown flow is shown at an incidence of2ihd
post-breakdown, at an incidence of°24t is highlighted that within this relatively small incidee increment the
position of breakdown is noted to jump fraxfic, = 0.8 tox/c; = 0.5. The presence of the shock systems detailed
above are apparent from the results, with the cross-flow eadshock being clear for the pre-breakdown case.
At moderate incidences, the location of this shock movesndtngam toward the trailing edge with an increase
in Mach number and incidence suggesting that its strengtte@ses with an increase in these parameters. For
the post-breakdown case, the cross-flow shock is still wiad upstream of the breakdown position, however,
there are now two rear shocks on the wing. The position ofetlsescks is clearly seen from consideration of the
chordwise pressure coefficient distributions, which amshin Figure 1.21.
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Figure 1.21: Chordwise pressure coefficient distributibtha symmetry plane for a range of angles of incidence
pre- and post-breakdown [18]

Considering these results, it was found that the first reaclsts situated approximately at the point of breakdown
on the wing with the second shock appearing at rougfity = 0.9. It is proposed that the first rear shock men-
tioned is actually the terminating shock from the pre-bdeatn flow shifted upstream, however it is uncertain as
to whether this upstream shift causes or was caused by vioréakdown. It is conjectured, based on transonic
flow over an airfoil, that the rear shock is weak and thus a lsofnge in conditions downstream, caused by
vortex breakdown, could force the shockwave to jump upstreea new equilibrium position within the flow. The
presence of the second shock is explained by the flow reashipgrsonic conditions downstream of breakdown
and thus returning to subsonic conditions before reactiagrailing edge.

In the investigation by Donohoe and Bannink [17], the preseand cause of vortex breakdown is also considered,
and similar visualisations to that mentioned earlier, veengied out at higher angles of incidence. At an incidence
of 18°, asymmetric breakdown was witnessed over the wing. Thisi@ienon was found to occur on either
the port or starboard side of the wing, for the same conditigith the breakdown position rapidly fluctuating as
much as 04c; on either side. It was found that on the side on which breakdweeurs the terminating shock also
moves with the position of breakdown and is thus also highisteady. Therefore, it is noted that this shock must
interact with the breakdown in some way. Similarly, af 2@cidence, symmetrical breakdown is witnessed over
the wing and the initial terminating vortex is seen to movsttgam with the breakdown position, but retain its
bowed appearance. This confirms the observations made eydasand Hoeijmakers [18] detailed previously. It
was also found, for th# = 0.8 case, that a double terminating shock system appeardédawecond similar rear
shock appearing at the trailing edge. Donohoe and Banniggest that this second shock may be caused by the
acceleration of the flow in the centre region of the wing duthtosymmetrical breakdown causing an effective
nozzle about the wing centreline [17]. The position of bdmkn is also noted to oscillate with time for this case
but the magnitude of these fluctuations is much less tharféhalhe asymmetric case. However, the frequency
appears to be higher.

An experimental and numerical investigation was carrigcbguHoutman and Bannink [129], on a%sharp edged
delta wing at high subsonic and transonic speeds. In theriexpet, at a Mach number of8 and an incidence

of 2C°, it was found that vortex breakdown occurred over the wing thiat the flow exhibited an “irregular” be-
haviour which was not found for lower Mach numbers. Thisguiarity was observed in the spanwise pressure
distribution atx/c; = 0.7, where the suction peak was seen to collapse for these floshit@mns. This collapse was
attributed to vortex breakdown occurring over the wing arad whown in surface flow visualisation pictures oc-
curring at approximately/c, = 0.65. Therefore, it is clear that the onset of transonic breakdcauses a sudden
and complete loss of suction on the wing, characteriseddgalapse of the surface pressure distribution suction
peak. Again, as before, two shocks were noted above the wifigce normal to the wing surface and the symme-
try plane. These were located betwegn, = 0.5 and 06 and at approximately/c; = 0.825 from the chordwise
pressure distribution at the root chord and from Schlieietuges. It was proposed that the downstream shock was
created by the vortex breakdown phenomena as the upstremk slas witnessed prior to breakdown occurring,
although the position of this shock is not stated. Constdmravas given to the effect of varying the Mach number
for a fixed incidence and it was found that for slightly loweaéh numbers of 05 and 08 there was a similar
pattern within the pressure coefficient distributions. lger, no evidence was found of locally supersonic flow
or rear shocks at these speeds. Due to this, the conclusmmade that the shockwaves occurring in the flow at
high subsonic freestream Mach numbers do not have a largeirtfé on the location of vortex breakdown.
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From the flow visualisations of Donohoe and Bannink [17, 1iP@fs determined that the rear/terminating shock
could exist for low to moderate angles of incidence and tbatex breakdown did not occur. It was proposed, due
to this, that the shock sat above the vortex region and dichtertact with the vortex core. However, what happens
at this point is not well understood, and whether interactiacurs for lower angles of incidence is not known
conclusively. From the study of the interaction betweergltudinal vortices and normal shocks in supersonic
flow [28, 130, 131] it has been found that it is possible for gewto pass through a normal shock without being
weakened sufficiently to cause breakdown. However, the flesv slender delta wings is more complex as the
shock does not appear to be normal to the freestream in thexvoore region. Therefore, it may be concluded
that it is possible for a terminating shock system to exishauit the breakdown of the vortical system, particularly
at lower angles of incidence. The presence of the embedded-fiow shock was also withessed in Donohoe and
Bannink’s experiments [17, 122] and was found to occur atrtmghe trailing edge. This suggests that for this
incidence the vortex is strong and thus, undisturbed by tésgmce of the trailing edge or indeed the rear shock.

The behaviour of shock/vortex interaction and transonitexobreakdown was considered in the computational
investigation of Kandilet al. [123, 124] using inviscid and laminar methods. In this stad§® delta wing
was considered at Mach numbersMf= 0.85 and 090, Reynolds numbeRe= 3.23 x 10° and angles of in-
cidence ofa = 20° and 24. From the results of the calculations, the cross-flow andtezaninating shocks
were determined, with the cross-flow shock causing the aéiparof the boundary layer to form the secondary
vortex. Upstream of the rear/terminating shock, stronditegedge vortices were noted to occur, but immedi-
ately downstream of the shock location, the bubble form afesxobreakdown was found. With the increase in
incidence, the rear/terminating shock and the breakdowation move upstream by 2% It was also found
that this shock location moved downstream with increasiragivVinumber, in agreement with the observations of
Elsenaar and Hoeijmakers [18]. Unsteady calculations adsiecarried out which showed that downstream of the
rear/terminating shock the flow is highly unsteady with péit fluctuations being present. An oscillation of the
shock location and therefore breakdown location is alsoes$ed. The flow upsteam of the shock was found to
be steady in nature.

The unsteady nature of the shock and breakdown location erasidered by Kamedet al. [19] using PSP tech-
niques on a 6%flat plate delta wing. The wing was tested at a Mach numbbt ef0.90 and incidence af = 20°.
Vortex breakdown was found to occur on the wing for this iecide and was noted to be caused by an interaction
with the rear/terminating shock. The presence of the mranihating shock was noted from a significant increase
in surface pressure detected by the PSP method and is cianlyn in Figure 1.22. The suction created by the
leading edge vortices is clear close to the apex of the wingjjtds evident that this suction disappears at the same
chordwise location as the region of high pressure. The sexuaf PSP results indicates the unsteady nature of the
shock and breakdown location.

0 20 40 60 80 100 kPa

Figure 1.22: Snapshots of pressure distribution on thesardf the wing using PSP techniques (from Ref. [19])

An inviscid numerical investigation to consider the beloaviof breakdown location with increasing incidence was
undertaken by Longo [121]. Three delta wings with varyingew angles were used and the effect of increasing
Mach number on the forces and moments of each wing was coadidErom the calculations it was found that
as the sweep angle is decreased the effect of Mach numbeas®s. This was particularly evident for thé 60
wing where a sudden drop in lift coefficient occurs at the painvhich vortex breakdown crosses the trailing edge
followed by a flat recovery. This sharp change was also seémeimoment coefficient and has been attributed
to a fast upstream shift in the vortex bursting location gayia large loss in vortex lift. However, this sudden
behaviour in the force and moment curves did not appear édnidfher swept wings. Further investigation into the
movement of breakdown position with increasing incideraettie 6@ wing shows that the point of breakdown
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moves from the trailing edge to a position of approximaelg = 0.35 in 5°.

The behaviour avl = 0.8 was also detailed considering the presence of vortex boeakon the flow. For the 60
wing, it is found that breakdown occurs downstream of thiéirigaedge at 14 incidence. At this incidence, the
flow under the vortex was found to be fully supersonic and dlsegion of sonic flow appeared at approximately
x/¢; = 0.4 near the symmetry plane. A cross-flow shock was predicteskdb the trailing edge but no rear shock
was found above the wing. With increasing incidence, thessftow shock was found to move upstream with the
position of vortex breakdown and a terminating shock apgxbat the trailing edge due to the flow downstream
of breakdown becoming supersonic. However, the locatiahisfshock was not found to move with increasing
incidence as described by Elsenaar and Hoeijmakers [18]thiec7@® delta wing, the cross-flow shock behaved
more like the experiments detailed previously and was &tuander the vortex, upstream of breakdown, for all
angles of incidence. However, it was noted that the shockrelatively weak for this case. There was no termi-
nating shock predicted for any incidence over th& ®@hg, which is in agreement with the results of Houtman
and Bannink [129]. It was proposed from the results, thaflthwe between the vortex axis and the surface of the
wing may be considered as a convergent-divergent duct,entherflow is channelled and accelerates to supersonic
speeds. This nozzle effect causes the cross-flow shockpeaafor relatively low freestream Mach numbers. It
was concluded from the analysis that the decrease in sym@kwith increasing Mach number could be attributed
to the flow in this region becoming supersonic and that theeemsed rate of upstream progression of the vortex
breakdown position could be attributed to supersonic celecities within the vortex upstream.

Further consideration of the sudden change in flow behawoarto vortex breakdown can be obtained by from
detailed analysis of the results from the experimentalltteta of Chu and Luckring [20, 132, 133, 134]. A large
series of experiments were carried out in the National Toaleg-acility (NTF) at NASA Langely for various Mach
numbers and Reynolds numbers for a large range of anglesideimce. These results also form the basis for the
papers by Luckring, which consider Reynolds number efffk3§, 136] and compressibility effects [137, 138]
for both sharp and rounded leading edged wings. The expetimeere carried out using a 68elta wing with
various leading edge profiles, which was instrumented wihbrges of 183 static-pressure ports on the starboard
side of the wing. These ports were placed at spanwise ingealeng five streamwise locations/c; = 0.2, 0.4,

0.6, 0.8 and 095, with most of the ports being concentrated on the outbsaction of the wing. Pressure ports
were also placed on both (port and starboard) leading eddgles same streamwise locations to consider the sym-
metry of the flow behaviour. A sample of these results for ttes leading edge wing under transonic conditions,
M = 0.85, Reynolds number 8 10° and angles of incidence in the range= 18.6° — 26.7° is shown in Figure
1.23. This case was chosen for analysis as it correspondesb ease used for the 2nd International Vortex Flow
Experiment (VFE-2), which uses this configuration. Furtthetails of the VFE-2 are given in Chapter 3.

Within the apex region, upstream gfc, = 0.4, it is evident that with increasing incidence, the suctimak
generally increases in magnitude, broadens and movesrohbdéis inboard movement is more pronounced
betweena = 19.6° and 206°, where the suction peak also reduces slightly. Above areavfghcidence of about
20.6°, the secondary peaks, which are almost as strong as therpiimaks, also increase in size. However, they
do not move inboard. Below = 20.6°, strong secondary peaks are not obvious near the apex. Afthe- 0.6
position, there is a clear difference in the flow structuréhvimcreasing incidence. For the incidence range of
o = 18.6° to 236° there is still clear evidence of the primary and secondarticas, which for the higher angles
of incidence have maintained their suction from the presiclwrdwise station. There is also evidence of a cross-
flow shock system with a sudden jump in pressure coefficiengbabserved just outboard of the primary suction
peak. Itis also believed that this cross-flow shock will adsour upstream of this location, however the pressure
jumps are less obvious for the streamwise locations closee@pex. It is likely that this is due to the use of
the non-dimensional scale on the spanwise axis which wabfoselarity between the results at each incidence.
This proposed cross-flow shock behaviour is much clearghtodownstream streamwise locations. For angles of
incidence of 246° and above, there appears to be a collapse in the primarysregion peak. It is also found that
the secondary peak and cross-flow shock disappear altogétiie is similar to the behaviour noted by Houtman
and Bannink [129] mentioned in Section 1.4, for the case witeakdown was found over the wing. Indeed, from
considering the pressure coefficient plotscat, = 0.8 and 095 for angles of incidence above .84, it is clear
that breakdown has occurred due to the relatively flat thistions. Based on the these results and observations of
Houtman and Bannink [129], it can be suggested that theitocaf breakdown is just upstream of thgc, = 0.6
position with the drop in suction peak being a direct consege of this.
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Figure 1.23: Experimental results from NASA NTF wind tuntests for conditionsM = 0.85 andRe= 6 x 1(F,
for the sharp leading edge, at a range of angles of incideBi&8 126.7°. (data taken from Ref. [20])
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Figure 1.24: Experimental results from NASA NTF wind tuntesits a range of angles of incidence5P8 26.7°.
Legend as shown for Figure 1.23 (data taken from Ref. [20])

Downstream ax/c, = 0.8, for the lower angles of incidence there is still clear evide of the primary and sec-
ondary vortices. The magnitude of the primary suction peskdiso not decreased significantly. However, the
cross-flow shock appears to have increased in strengthesteghby the greater magnitude and gradient of the
jump in pressure coefficient. At the higher angles of incenhe pressure coefficient profile is flat and uniform
over the whole span with only a very slight change in magmitwith increasing incidence. Finally, at the trailing
edge, it is found for the lower angles of incidence that thmary peak is still evident with the cross-flow shock,
however the secondary separation appears to have disappdrthis position it is apparent that the position of
the vortex has moved inboard with increasing incidence #salthat the magnitude of the peak has reduced. For
the post-breakdown angles of incidence, the pressure cieeffidistribution is similar to that for the/c, = 0.8
position, with a relatively flat profile. It should also be edtthat on the lower surface for all chordwise stations
that with increasing incidence, the average pressure cizftivalues increase.

From these results, it is clear that by increasing the immdefrom 186°, the vortex moves inboard and be-
comes stronger until at a certain point vortex breakdowienty occurs quite far upstream on the wing, close the
x/¢; = 0.6 chordwise position. This is in agreement with all the ressdiscussed previously. Further consideration
of the vortex breakdown behaviour can be obtained by corismgléhe pressure coefficient distributions along the
leading edges of the wing as shown in Figure 1.24. It is cleanfFigure 1.24(a) foM = 0.85 that the pressure
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coefficient distributions along both port and starboardiileg edges are in good agreement and that they confirm
the sudden upstream motion of vortex breakdown at 24.6°, which is shown by the increase in pressure co-
efficient. Interestingly, this shows that there is a chamgdistribution for the 23 incidence, with an increase in
pressure coefficient ay'c, = 0.8, however breakdown is not present. Looking at the spansigggbutions at this
station shows this reduction but also shows the presenteg@irtmary and secondary suction peaks. Further flow
field data would be needed in order to be able to comment oretingecof this increase.

Looking at the same distributions ft = 0.8, it is clear that a similar pattern emerges, however at 24.6° it
appears that the pressure distribution on the port sidé#sgisigns of vortex breakdown occurring suddenly on the
wing, but that the starboard side does not. This is also the aa256°. However, the behaviour of both port and
starboard is the same at= 26.6°. From this data, it is evident that vortex breakdown occsysranetrically for
this Mach number at a critical angle of #4 before occurring symmetrically at 25 as suggested by the spanwise
distributions. Thus, from these results it is clear thanasetric vortex breakdown occurs for a lower Mach num-
ber case but not fdvl = 0.85. From consideration of other datasets within the NASAlltegor the same Reynolds
number but differing Mach numbers, it is found that this heébar does not form a trend based on Mach number
as asymmetric breakdown is also witnessedMos 0.9, but not forM = 0.831 or 0872. Thus, this behaviour
must be caused by other factors. It is worth noting that threpwias only instrumented (with pressure taps) on the
port side and it is on this side where breakdown appearsTins.may suggest a sensitivity to surface disturbances.

The asymmetry of transonic vortex breakdown was also wéedy Schradest al. [139] for a 63 sharp edged
delta wing at angles of incidence at which breakdown firstioeel on the wing. However, with a further increase
in incidence, the asymmetry was found to disappear and syricnbeeakdown was found. Further evidence of
this asymmetrical flow behaviour was found from experimeatsied out by Konratlet al. [140, 141, 142] within

the framework of the VFE-2 mentioned above. These testdviaddSI| pressure transducers, Pressure Sensitive
Paint (PSP) and Particle Image Velocimetry (P1V) to furthteidy the flow behaviour. These results were obtained
for the 6% configuration used in the Chu and Luckring experiments tetaibove at a Mach number f= 0.80,
Reynolds numbeRe= 3 x 10° and at a range of angles of incidenae= 18.4° — 25.9°. The PSP data from the
experimental tests are shown in Figure 1.25, showing saifaessure coefficient for all angles of incidence tested.

From this data the change in vortex flow with increasing iaoitk is apparent. It is clear that as the incidence
increases, the magnitude of the suction peaks increasegtnassed for the transducer data discussed previously.
The inboard motion of the vortical system is also evidentwkher, the most striking feature of these plots is the
sudden asymmetric breakdown at@&5 where vortex breakdown suddenly appears on the right hidecb$ the
wing close to thex/c; = 0.6 streamwise station. This asymmetry of breakdown is ineagent with the NASA
data for a similar Mach number, however the critical onsgfl@is slightly higher. Unfortunately no data was
obtained for higher angles of incidence, thus it is not gaesio say if this behaviour changes to a symmetric
breakdown with a further increase in incidence. It was fofrnth the experimental tests that this behaviour was
exhibited for all transonic conditions and that the asynmne@as consistently appearing on the same side of the
wing - which coincided with the instrumentation as beforg][ZThus, this may be further indication of the sensi-
tivity of transonic vortex breakdown to surface disturbaswithin experimental tests. It is also clear from these
surface pressure plots, that none of the shock systemstexipiecoccur on the wing are apparent. This is due
to the time averaged nature of the PSP technique, which,athlethighly unsteady nature of the flow, causes
the locations of shockwaves to become smeared [140]. It \sasfaund that the PSP suction peak heights were
underestimated due to temperature effects. However, indhalysis of the flow, Konratkt al. [140] witnessed

two terminating shocks, one close to the sting tip curvingmstream and a second located over the sting between
thex/c; = 0.8 and 09 streamwise locations. A curving of the vortex core trajectvas witnessed in the vicinity

of the sting shock from these tests.

Consideration of the cross-flow behaviour upstream and doeam of breakdown can be obtained from the PIV
results. Figure 1.26 shows the results for the post-breakdmse,a = 25.9° at six chordwise stations. From
these planes, the elongated shape of the leading edge upsteream of breakdown is clear and it is found that the
axial velocity at the vortex core has a magnitude of appraxaéty 19U.,. A secondary vortex is also clear under
the vortex, close to the leading edge. Breakdown appearsciar @etweerx/c, = 0.6 and 07 and the behaviour

of the flow changes to a large region of reversed flow, whichaagg downstream and is relatively circular in
nature. Inboard of this breakdown region, it is clear thetftbw is still supersonic and appears to be accelerating.
This may explain the occurrence of the second rear shoclessed by Elsenaar and Hoeijmakers [18] mentioned
above, as the flow accelerates between the breakdown remidhe wing.
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Figure 1.26: PIV results showing contours of non-dimenaionvelocity for o = 25.9° atM = 0.80 (data from
Ref. [21])
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1.5 Application of CFD to Delta Wing Vortical Flows

One of the most important issues in the use of CFD, for deltaysveind in general, is the choice of turbulence
model used [143]. There are a number of different approaamegmethods to turbulence modelling, which range in
complexity, accuracy and computational expense. Thesaigees, in order of complexity, are inviscid, laminar,
RANS, DES, LES and DNS methods. The choice of turbulence hmsd®rmally a trade-off between computa-
tional expense and solution realism. Each turbulencenrerathowever, can be applied and used for the prediction
of delta wing vortical flows, with varying degrees of realisithis section will discuss the available literature of
each method applied to delta wing flows and consider the ddgas and disadvantages of each method.

1.5.1 Inviscid Methods

Inviscid methods have been extensively used for the soludfahe flow over delta wings. This is mainly due
to their low computational cost when compared to Naviek&sacalculations. However, as discussed above, this
reduction in computational cost also means a reductionenrélalism of the solutions. Nonetheless, the Euler
equations can give reasonable approximations. By their@ainviscid solutions do not predict boundary layers
and therefore cannot predict separation. However, forsleading edge delta wings this is not a problem as the
separation is fixed at the leading edge. Once the separat@ns) it has been found that the Euler equations can
accurately predict the transport of vorticity and entropthim the leading edge separation and vortices [144]. Vor-
tex breakdown can also be predicted by this model althouigteitident from some calculations that the strength
of the leading edge vortices is highly dependent on the gradifi145]. This will have a considerable effect on the
vortex breakdown location and behaviour.

In a review of their earlier work, Murmann and Rizzi [146]at that they found that the most important features
of the primary vortex and the vortex-wing interaction weredelled well by the Euler equations and that the
results compared reasonably with experimental data sustréece pressure and flow visualisation. The calcula-
tions performed used sharp-edged wings, where the leadigg separation point is fixed and not dependent on
viscosity. It was noted from their work that the Euler eqoas could not resolve the secondary separations of
the flow. This has been found to be a limitation of the use oEEatuations for delta wings, but provided this is
taken into account, the results may be assumed to be vali@dslalso found for the inviscid computations, that the
level of total pressure losses predicted in the vortex caresealistic. This suggests that the mechanism for vortex
breakdown may be driven by an inviscid phenomenon and tedtitidamental structure of the primary vortices is
insensitive to the level of viscosity, as long as it is preésen

The inability of inviscid solutions to accurately predibetbehaviour over rounded leading edged delta wings was
considered in an investigation by Rizzi and Muller [147.this investigation the differences in solution between
Euler and Navier-Stokes computations on & ffunded leading edge wing &t = 0.85 anda = 10° were con-
sidered. It was found for the Euler computations that thetijposof the formation of the leading edge vortices
was delayed to approximately 25% chord of the wing. Whereathe Navier-Stokes computations the vortices
were formed from the apex region as for sharp leading edgesad suggested that this difference is due to the
mechanisms for the primary separations being differenttfetwo computations, i.e. physical and computational
viscosity. The surface pressure comparison with experirsieows good agreement for the Navier-Stokes calcu-
lations but not for the inviscid solutions. A secondary safian was found to occur close to the trailing edge for
the inviscid solution, however it was determined that thiswaused by the presence of a cross-flow shock under
the primary vortex and did not result in the formation of acsatary vortex. It was found that the position of
the primary vortex and the corresponding surface presslilesot agree with the experiment and, as mentioned
before, were modelled more accurately using the Naviekedtequations. It was concluded from this study that
the Navier-Stokes equations were needed to determineiati@almulation of the flow over a rounded leading
edge wing, due to the dependence of the separation poinisawsity. The same wing geometry was used by Tsai
et al. [148], who came to the same conclusions in their study.

In a numerical investigation into vortex breakdown by Agshet al. [22, 149], both the Euler and Navier-Stokes
equations are used to simulate the flow behaviour. The parpbshe study was to determine the effects of
viscosity on the pre- and post-breakdown regions. The gagrased was the 70wing used in the experimental
investigations by Kegelmaat al. [44, 150, 151] and the results gained from these experimametsised for
validation purposes in the study. The calculations werdopexed for a Mach number dfl = 0.3 at various
angles of incidence. The Reynolds number for the viscousutations waRe= 1 x 10°. It was found from the
investigation that the Euler equations predict the pasitib the vortex cores outboard of the viscous solutions
and experimental results. As mentioned before, this is @epedue to the secondary vortices not being resolved
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by the Euler computations and therefore their effect on ttimary vortex is ignored. From consideration of
the surface pressure distributions compared to the expatahresults, it was determined that the Euler results
predicted the magnitude of the suction peak more accurtitatythe viscous models. It was also found that the
Euler solution consistently predicted breakdown dowmstreof the experimental and viscous results. This is
shown for the surface pressure contours at 30° shown in Figure 1.27 for each solution. These differences in
the flow solutions may have been due to the grid refinemeneiméar wing region not being sufficient to capture
the boundary layer properties for the two viscous casess iBhmot an issue for the Euler solutions, which do
not model the boundary layer. The experimental breakdowation under the same conditions was found to be
approximately 50% .

Figure 1.27: Surface pressure contours for Euler, lamindrtarbulent computations, fd = 0.3,a = 30° and
Re=1x 10°[22]

The structure of vortex breakdown using the Euler equatieas investigated for a PQdelta wing by Kumar
[152, 153, 154] using an embedded conical grid. The wing hasedence ofa = 30° and a freestream Mach
number ofM = 0.3. Three grids were used in the investigation and the effiegtid refinement on the solutions
was considered. From this, it was found that with an incr@aged refinement the resolution of the subcore of the
vortex improved, with an increase in axial and swirl velst Thus, this also confirms the dependence of the vor-
tex strength on the grid refinement as mentioned above. Fonisideration of the breakdown region, it was found
that the inviscid calculations predicted the spiral fornbofakdown with a clear stagnation region and widening
of the core at the breakdown location. Despite the simulatimt being time accurate, an oscillation of the vortex
breakdown location was witnessed and attributed a non+tiineal frequency o6t= 1.6. However, this result
should be considered with care, particularly as it is mughéi than the frequencies found for this phenomenon in
experiments - it is closer to the frequencies attributetiédielical mode instability discussed in a previous section

A similar investigation was carried out by Strohmewtral. [155] on a 65 cropped delta wing, to determine
the ability of the Euler equations to describe the behavafuireakdown over the wing. The investigation was
carried out at two angles of incidenae= 10° and 2@ at a Mach number df1 = 0.2. As in the investigation by
Kumar [152] described above, the calculations performeewieady state. However, it was also determined that
the flow was unsteady downstream of breakdown with a periasgtidlation of the aerodynamic forces occurring.
From analysis of the results the breakdown behaviour wasfalsnd to exhibit a spiral structure, which gave
good agreement with the experimental data. Therefore,stagacluded that the Euler equations were sufficient
to qualitatively resolve the salient features of the flow.

To consider the ability of the Euler equations to predictinsteady behaviour of the vortical flow, an inviscid
investigation was carried out by Gortz [23] using th& #0l span wing used in Mitchell's experiments at ONERA.
Time accurate calculations were carried out at three amjleidence, 29, 3¢° and 3% for a Mach number of

M = 0.2. The time steps used for this investigation were depenaletihie angle of incidence and ranged from
3.37—3.406x 10~ seconds, which corresponds to non-dimensional time stefys & 2.41—2.44x 104 The
results were considered using flow visualisation methads) as streaklines and isosurfaces of entropy. From the
flow visualisation, the spiral form of breakdown was witregb$or all three angles of incidence, and behaved as
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described in Figure 1.6. One rotation of the breakdown regtar = 30° was found to have a period @f= 0.008s,
which corresponds to a dimensional frequency ef 125Hzand a Strouhal number 8t = 1.75. The bubble form

of breakdown was also witnessed on the wing at intermittetetvals. The unsteady behaviour of the flow was
also analysed from consideration of the unsteady aerodigriaad time histories. Figure 1.28 shows normal force
coefficient time histories and power spectral density (P&i2)lyses for each of the three angles of incidence used
in the investigation. The PSD analysis provides detailfiefdominant frequencies and power of the fluctuations
within the unsteady time histories.
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Figure 1.28: Sample of time histories and PSD analysis ahabforce coefficient from Gortz's unsteady inviscid
calculations [23]

From theCy time history fora = 27°, it was determined that the behaviour was periodic in natiitte harmonic
oscillations occurring in the signal. As the incidence wasréased tar = 3(°, the fluctuations were found to
become irregular, with an increase in magnitude. This was tile case for the = 35° incidence, however, a
low frequency oscillation is clear from Figure 1.28. Therhanic behaviour was not found to occur for the larger
angles of incidence. Considering the PSD results, the &gy content of each signal is clear. ét=27°, it

is clear from Figure 1.28 that there are three clear ind&igeaks, which occur at frequencies of approximately
47, 93 and 1480z, corresponding to Strouhal numbers of 0.6546, 1.2954 &®6l he dominant peak occurs at
St=1.95 and is assigned to the helical mode instability. It wagddhat this is the third harmonic of the low-
est frequency in the spectrum. The harmonic behaviour wabuted to an asymmetry of the location of vortex
breakdown on the wing.

At a = 30, it is clear that more frequencies exist and the dominank peaurs at 118Hz (St= 0.017). Other
peaks exist in the flow at 24, 50, 118 and H&Bwvhich correspond to non-dimensional frequencieSif 0.34,

0.70, 165 and 232. The dominant peak is assigned to the oscillation of lsteak location as it is of the order

of the results found in previous experiments [13]. The highequencies are all attributed to the helical mode
instability, particularly the peak at 1H¥ (St= 1.65) which is in agreement with the frequency of the rotatien d
scribed from the flow visualisation. At the largest incidenthe frequency content has again increased, with peaks
being visible at 87 and 181z (St= 0.04 and 025). A similar higher frequency content, 74 - 39(St= 1.03

- 1.82) is also found, attributed to the upstream movement obtkakdown location with increase of incidence.

It was noted that the frequency of the helical mode instigtylhenomenon was found to decrease with increasing
incidence, which is in agreement with the results of Gurga] fescribed in Section 1.3.1.

From these studies it is clear that despite its limitationgredicting separation and therefore the secondary vortex
the solutions of vortical flow over slender delta wings am@smnable. This suggests that for sharp leading edged
delta wings, inviscid methods are sufficient to qualitdiivevaluate the behaviour of the leading edge vortices and
vortex breakdown at a much reduced computational cost caedpa viscous methods.

1.5.2 Laminar Methods

The next level of modelling is to consider the flow as fully laar, where the calculations are viscous but tur-
bulence is not considered. As discussed in Section 1.2dmaér boundary layer is particularly sensitive to an
adverse pressure gradient and, thus, the separationstecetdy this method are larger than for turbulent flow.
This results in an over-prediction of the secondary vortect as a result moves the location of the vortex core
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inboard and away from the wing surface [22]. Fully lamindcualations are generally only considered when the
Reynolds number is sufficiently low.

Gordnier [156] considered the unsteady laminar behavibdetia wing vortices for a 65delta wing at an in-
cidence ofa = 30°. The flow conditions corresponded to a Mach numbe¥lof 0.2 and Reynolds number of
3.2 x 10 Two structured grids were used in the investigation, witiad a C-O topology and approximately
3.3x 10° and 42 x 1P grid points. A short grid study was carried out and the eftéfidime step on the flow
solution was also considered. For the time step study, thmeesteps were usedz = 0.001, Q0005 and 00025.

It was found from this study that with a reduction in time stépe the solution improves, with less distortion
of higher frequencies and a less diffused solution foundHersmaller time steps. It was concluded from this
study that a time step @t = 0.0005 was sufficient to resolve the main flow features. Thelte®ere compared
to experimental data and were found to exhibit good agreéfoerthe location of breakdown, which occurs at
approximately/c; = 0.288 for the finer grid and at/c; = 0.287 in the experiments.

With the wing set to a-4° roll angle, the unsteady behaviour of breakdown was corsifjevith the spiral form of
breakdown being clearly seen in the results. This breakdogation was found to be unsteady, however the length
of the calculation was not sufficient to determine its frageye The spiral breakdown was also observed to rotate,
but again no frequency was determined. It was concludedhbdiehaviour of breakdown was in agreement with
experiments. Further consideration was given to the lanbiehaviour of vortex breakdown over delta wings by
Visbal [10], which was discussed in detail in Sections 1gh@d 1.3.1. The investigation by Gordnier and Visbal
[96], which considers the cause of shear layer instalslitiiscussed in Section 1.3.2 was also carried out using a
laminar flow solver and again shows the ability of this mettwdccurately predict low Reynolds number flows.

The unsteady behaviour of laminar predictions may be futbasidered from the investigation by Cummiregs
al. [111, 112]. In this investigation, the flow over a semi-sp&f @elta wing is considered at an incidence of
a = 35°, Mach number oM = 0.1 and Reynolds number &e= 4.07 x 10% to consider the effects of periodic
suction and blowing to control the breakdown of the leadidgeevortices. The calculations were carried out on
two unstructured grids with approximately&l0® and 124 x 10° cell volumes. Consideration was given to the
optimal size of the time step for each grid by consideringftequency content of the normal force coefficient
time histories, from this it was determined that for the fimal ghe time step should bat = 0.0000% which
corresponds to a non-dimensional time step of approxipate 0.0025. Two dominant frequencies were found
within the fine grid solutions for the various time steps, e¥hfior the optimum time step correspondedte- 1.3
and 60.

The unsteady flow behaviour, without the flow control, wassidered by applying pressure taps within the com-
putational flow field at the primary and secondary vortex sokgom these taps, the time histories of the pressure
was obtained which were analysed using a PSD to considerghadncy content. In the primary vortex, prior
to breakdown, the dominant frequency of the flow was foundet&t= 8.5, however downstream of the break-
down location, this dominant frequency reduced signifigaiotapproximatel\st= 1.35. These frequencies were
witnessed from flow visualisations to correspond to the dimedof the shear layer from the leading edge and
the helical mode instability, respectively. The sheddiragifiency was also found to be dominant in the pressure
signals from the secondary vortex core region and was foaoite twithin the range of frequencies predicted by
Gad-El-Hak and Blackwelder [38]. From consideration of bheakdown behaviour of the flow, it was found that
the secondary vortex broke down upstream of the primarexand was effecting the breakdown of the primary
vortex. Further investigation determined that this bebiavivas a result of the interaction between the secondary
vortex flow and the shear layer instability mentioned. It wancluded that the three phenomenon occurring on
the wing (primary and secondary vortex breakdown and thardager instability) must be directly linked.

Therefore, it is clear that for low Reynolds number flows, ilzan flow solutions are reliable, without the need
of large computational expense. However, as the Reynoldbauis increased, transition to turbulent flow will
occur on the wing and the validity of these solution woulduresl

1.5.3 Reynolds Averaged Navier-Stokes (RANS) Methods

To obtain further realism in the computational solutionglefta wing flows, the turbulent behaviour of the flow
needs to be considered and modelled. One of the most commttroaseof treating the turbulence is to use
Reynolds averaging. This method effectively simplifiesitigtantaneous Navier-Stokes equations into mean flow
equations and deals with the contribution of the turbulearoe the resulting extra term, known as the Reynolds
stress tensor, through separate numerical models, knowntagence models. There are a number of different
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ways in which the Reynolds stress tensor can be modellet lisear, non-linear and algebraic formulations. The
methodology and formulation of Reynolds averaging, aloith & number of turbulence models, are explained in
more detail in Chapter 2.

A large number of turbulence models exist, which are gehechdssified by the number of additional equations

needed to solve the complete turbulent flow behaviour. Thetede, Zero equation models, such as the Mixing
Length model, one equation models such as the Spalart-Adisrmaodel and two equation models, for example the
k— w model. A further set of models can be thought of as ReynoldssStmodels or Algebraic Stress models.
However, not all turbulence models are directly suitableuse in considering delta wings and vortical flows.

Therefore, a great deal of research has been done into detegrwhat models are suitable and modifying models
to give the most accurate results when compared to expetéahdata.

In the investigations by Gordnier [157], the linear two etiprak — € turbulence model is used to calculate the
turbulent flow over a 65delta wing at a Mach number & = 0.37 and Reynolds number &e= 3.67 x 10F.
Two angles of incidence are used,= 15° and 3@, to consider the flow with and without vortex breakdown
in order to examine the suitability of this model in predictithe breakdown behaviour. A structured grid was
used for this investigation which had a C-O topology and apipnately 11 x 10° grid points. Results using the
Baldwin-Lomax model with Degani-Schiff correction for ¥imal flows were also considered and compared to the
results from thé&k— € model.

From the results of the investigation far= 15°, it was found that the standakd- € model was unable to ac-
curately predict the behaviour of the flow due to unphysioa excessive amounts of eddy viscosity, which had
adverse effects on the vortex, were predicted. Therefooglifinations of thek — € model were proposed in or-
der to reduce the build-up of eddy viscosity around the prynvartex core where the eddy viscosity should be
negligible. This is a common problem for linear Boussineagdual turbulence models in predicting vortical flows
and is a result of inaccurate prediction of the normal sé®#s regions of high rotation, such as the vortex core.
These modifications are based on limiting the productiohettrbulence within the vortex core regions by taking
the rotation of the vortex into account. The results usiregsghcorrections applied to the standkrd € model,
showed a great deal of improvementin the resolution of tHailence within the flow. The levels of eddy viscosity
predicted were reduced, the vortices became stronger anéshlts obtained became more comparable with the
experimental results. It was concluded from analysis ofpiteebreakdown results, that tlke- € model with a
vorticity based correction provided the best solution dndt only this model was used for the post-breakdown
computations.

At a = 30°, this model predicted a bubble form of breakdown, which watsmagreement with the experimental
results. In the experiment a spiral form was noted. The lteak location was also further downstream in the
computations than for the experimental results. The disorey of the form of breakdown was explained by con-
sidering the RANS formulation, which calculates the meam+#quations with the turbulence model considering
the turbulent fluctuations and considering the notion thattubble form of breakdown is the time average of the
spiral type, as discussed previously. Thus, it was proptssdhe solution was exhibiting only the mean-flow,
which would result in a bubble form of breakdown being préstic In conclusion, Gordnier proposed that the
RANS formulation could only predict mean-flow charactécsteven if an unsteady calculation was performed.

A similar investigation was carried out by Brandseiaal. [158], which considered the effects of two similar
rotation corrections for the Wilcok — w linear turbulence model. The calculations were performed &%
cropped delta wing at an incidence@f= 10° atM = 0.85 and with a Reynolds number Be= 9 x 10°. Again,

a structured grid was used with a C-O topology and approxilyat8 x 10° grid points. The rotation corrections
applied to the standaild— w model were similar to those used by Gordnier [157]. One &ohithe production of
the turbulent kinetic energi, and the other enhanced the production of the dissipattenRg, in order to reduce
the eddy viscosity in regions of high rotation. The conausiof this investigation were very similar to those from
Gordnier's work, where it was found that the standard mouet-predicted the turbulence within the vortex core,
which resulted in a weak vortex being predicted. With the ifications applied to the model, the results improved
significantly with improved agreement with experimentaiadaHowever, the model which limitelg, was found

to be more diffusive than thig, enhancing modification and did not adequately reduce tloeikeince in the core.
Therefore, it was concluded that the modification whichisgd the enhancement Bf, gave the best agreement
with the experimental data and thus was best suited to tridgbien of vortical flows.

Further consideration was given to the use of turbulenceetsddr vortical flows over delta wings in the inves-
tigation by Dolet al. [159]. In this study the ability of a non-linear eddy visagsinodel to predict the flow
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behaviour is considered, in comparison with experimentitld the results of a standard linear two equation
model with and without rotation correction. The standardiglas thek — o model. The non-linear model is an
extension of this model, formulated from an explicit alggbiReynolds stress model, which incorporates an extra
anisotropic Reynolds stress term into the Boussinesq appation resulting in an increased dependence of the
model behaviour on the mean rotation tensor. The rotatiorection used is th&, enhanced modification pro-
posed by Brandsmet al. [158]. Further details of the application and formulatiddoth of these models is given

in Chapter 2. The test case used for this investigation isthigped 68 delta wing used by Brandsnea al. [158],
described above, with the same flow conditions for angleaatlience ofd = 10°, 15° and 2G@. The structured
grid used is similar to that described above, with a C-O togpland approximately.& x 10° grid points.

It was found from the results of the investigation that bk — o model with rotation correction and the non-
linear version of the model provided a significant improvatran the results of the standard model. Both models
reduced the predicted eddy viscosity levels in the vorter by different means, which resulted in stronger vor-
tices being formed over the wing surface. ét= 15°, it was found that the results from the rotation correction
model were over-predicting the suction peak on the surfatigeoning, however the non-linear model was show-
ing very good agreement with the experimental results. Mais also the case at= 20°, where breakdown was
also found to occur over the wing for the model with rotatiamrection depending on the initial conditions of
the calculations. From these results, it was concludediiganon-linear model performed better in capturing the
vortex flow than the linear model with the rotation corretid\ similar conclusion was reached by Bartels and
Gatski [160] for a delta wing at Mach numbersMf= 0.6 andM = 0.9. The linear Spalart-Allmaras and SST
models were used and compared to results obtained usinglinean explicit algebraic stress model. It was found
from this study that the non-linear model gave much impraesdilts compared to the linear turbulence models
used.

In an investigation by Mortomt al. [24, 161], the effect of turbulence modelling on the unsydaehaviour of the
flow is shown. A 70 semi-span delta wing is considered at a Mach numb#t ef 0.069, incidence of 27and a
Reynolds number of 56 x 10°, which corresponds to the experimental results by Mitclidl]. Five turbulence
models are used in this study, three RANS models, the ondieguspalart-Allmaras (SA) model, the Spalart-
Allmaras model with a rotation correction (SARC), Ment&lsear Stress Transport model (SST) and two versions
of a hybrid RANS/LES approach, DES, which will be discussedore detail in the next section, are used. The
DES models are based on the Spalart-Alimaras (SADES) anddvieShear Stress Transport (SSTDES) models.
All calculations were run on an unstructured grid witf7 2 10° cells and used a non-dimensional time step of
At = 0.005. Figure 1.29 shows a comparison of the PSD analysis afdghweal force coefficient signals for each
model used.

Normal Force Power

Figure 1.29: PSD comparisons of normal force coefficienfif@rturbulence models [24]

From consideration of the frequency content of the unsteaslylts for each of the RANS turbulence models it
was found that the S-A and SST models are unable to resolvmdjarity of the frequencies in the spectrum.
However, the SARC model had an improved spectrum, which webwed to the correction eliminating turbu-
lence dissipation within the vortex core. However, this mlagas still found to struggle with some mid to high
frequencies associated with the post-breakdown turbalscales. When comparing the results to the experimental
data of Mitchellet al. [162], it was found that all the turbulence models except38d model produced break-
down positions which were comparable to the experimental dehe SST breakdown position was approximately
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10% upstream. Other results showed that although the deresition of breakdown was predicted by the RANS
models, they failed to resolve the basic characteristitiseobreakdown region as shown in the experiments. It was
determined from analysis of the flow behaviour and unsteestyuencies that the DES models, allowed a more
accurate simulation of the vortex breakdown behaviour.

The unsteady behaviour of this test case was also consitigr&demarwoto and Boelens [31], with the same
flow conditions using thé&,, modification of thek — w turbulence model, proposed by Brandsetaal. [158].

As before, only the semi-span wing is considered and a strettmulti-block grid with approximately.3 x 10°
cells is used. After a brief time step study, a non-dimeraitime step ofAr = 0.0025 was used for the time-
accurate simulations. From the unsteady results, it wasdfdhat the instantaneous vortex breakdown oscillated
in the rangex/c, = 0.67—0.75. However, the time-averaged solution showed breakdowateur at approxi-
matelyx/c, = 0.74. This is downstream of the mean location found in the erpart which was found to be
approximately/c; = 0.65. To consider the unsteady behaviour further, the frequeontent of the normal force
coefficient was analysed using PSD methods. From this apalysas found that a dominant frequency occurred
in the signal at approximately 2B, which correspondsto a Strouhal numbegof 9. Other peaks of significant
power occurred at Strouhal numbers of approximately 11 &ndrde difference between the time-averaged and
instantaneous flow structure was shown clearly using i$ases of total pressure loss. This showed that the spiral
form of vortex breakdown is an unsteady phenomenon, whigtstantaneous and not found in the time averaged
flow.

It is quite clear that the ability of RANS methods to predia behaviour, both steady and unsteady, of delta wing
flows is highly dependent on the turbulence model chosers dvident that standard models predict unphysical
levels of turbulence within the vortex core regions, raéagltn poor predictions of the vortex behaviour. A number
of rotation corrections for various models have been prego® sensitise the turbulence prediction to the highly
rotational flow behaviour, with varying success. Howevikese are essentially “fixes” specific to vortex flows
and are not based on general physical behaviour. A more geaggsroach is the use of non-linear models, which
by their nature are dependent on both rotation and stranarad so add more realism to the model. However,
these models also have limitations, as the turbulent behais still dictated by a numerical relationship between
the eddy viscosity and the Reynolds stresses, which mayenphpsical for all flow regimes. However, for the
majority of calculations RANS and URANS methods are retdyiinexpensive and while being dependent on grid
refinement for accuracy, do not require significantly largdsggor small time steps to reach solutions which may
be reasonable.

1.5.4 LES and DNS Methods

The most general methods of predicting turbulent flow agd@ddy simulation (LES) and direct numerical sim-
ulation (DNS). DNS is a method which allows the full Navigokes equations to be solved directly for all scales.
The size of the grids required is highly dependent on the Blegmumber of the flow and thus DNS is only real-
istically used for low-Reynolds number flows. LES is a methdiich uses the size of the grid spacings as a filter
to reduce the range of scales being fully resolved. The sealtéch are too small to be resolved on the grid are
modelled using a sub-grid model. This allows much coarsdsgo be used in comparison with the DNS method,
meaning that higher Reynolds numbers can be used. Howbeagrid refinement required for LES calculations
is still significantly larger than that needed for RANS céddtions.

Despite the complexity of these methods and the grid refinérmesues in the regions of interest, there have been a
number of investigations which use these techniques tadengortical flows. In the investigation by Mary [25],
the use of large eddy simulation was considered for theuéisalof vortex breakdown behaviour over a delta wing.
The test case used was the® delta wing from Mitchell [13] discussed previously, with angle of incidence of

a = 27°, Mach number oM = 0.069 and Reynolds number ofelx 10°. This Reynolds number is relatively high
for a LES calculation, therefore the grid requirements atestantial. To reduce the computational expense of the
calculations a localised structured mesh refinement metlasdused to refine the grid sufficiently in the regions
of interest without creating an overall computational gsidich was too large for reasonable calculation times.
Three grids were created with varying refinement. Howevexas accepted that the grid refinement would be
relatively coarse and as such the reliability of the LES waliton for this type of flow was considered. The LES
implementation used a laminar subgrid model and two diffenear-wall treatments to allow a further reduction
in grid requirements. The first treatment applied a no-dipdition with a logarithmic law and the second simply
applied a slip condition to the wall.

The results and resolution of the simulations appear to pernient on the near-wall treatment. A Q-criterion
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isosurface is used to highlight the flow behaviour, where@heriterion is defined as the second invariant of
Ou. The resulting plots are shown in Figure 1.30 for both nealt-treatments. With the slip condition applied
the vortex appears to be smooth and well-organised in sieictintil the point of breakdown, which fluctuates
about a mean location of/c, = 0.7. However, with the no-slip condition applied, the flow éxtd shear layer
structures upstream of the breakdown, which wind aroundrdineex core region. The breakdown location was
found not to be influenced by the presence of these strucamg®ccurs at the same location. Comparisons of
the mean flow results to experimental data show that thetsefsan the slip condition provide closer agreement
with the experiment than the no-slip results. A fact whictswarprising to the authors, however, neither solution
was able to predict the behaviour accurately in the posakatewn region. Despite the slip condition giving
reasonable agreement with the experiment, by its natureuodary layer was formed and therefore no secondary
separations occurred, meaning that the solution was natigddy It was concluded that the wall functions used
were not suitable for delta wing flow and that the grids usegbwresufficiently refined to capture the flow behaviour
accurately.

(a) No-Slip (b) Slip

Figure 1.30: Q-criterion isosurfaces of vortex behaviauitivo different near-wall treatments (from Ref. [25])

A DNS calculation was carried out by Gordnier and Visbal [1dhich was discussed in detail in Section 1.3.2 as
it deals with the formation and behaviour of shear layerabiities. This calculation was performed on a semi-
infinite delta wing with a sweep angle of 7&t Reynolds numbers betweex@0® and 5x 10*. These Reynolds
numbers are very low in comparison with real configuratidmsyever are similar to experiments carried out in
water tunnels. Three levels of grid refinement are used, siiths between.8 x 10° and 65 x 10° grid points.
The calculations are carried out using a non-dimensiona step ofAT = 1.25x 104, which for the highest
Reynolds number provides a resolution of 125 time steps ioglesperiod of the highest frequency observed.
From these values it is clear that to scale this calculatiptouReynolds numbers, even of the order of W@uld
mean extremely expensive calculations. However, thetseshtained have a high level of accuracy and resolution,
as shown in Figure 1.16.

DNS was also used by Shahal. [98] to consider the behaviour of vortex shedding from thagheading edge

of a delta wing and the formation of shear layer structurde ifivestigation was carried out for a relatively high
Reynolds number of.96 x 10° at a Mach number df1 = 0.1. The wing had a sweep angle of°8nd incidence

of a = 12.5°. For this study, the grid used had approximate§:1 10° grid points. However, this appears to be
very coarse in comparison with the grids used by Gordnier\dsbal [14], discussed above, however the grid
topology is C-H, which may allow improved refinement overwieg. No mention of the size of time step used is
made in the paper. The results show vortex shedding frometiding edge of the wing, caused by an interaction
between the secondary vortex and the primary shear layarappears to be similar to the phenomenon described
by Gordnier and Visbal [96] using a laminar flow solver at aéoWReynolds number, mentioned in Section 1.3.2.
The unsteady nature of this vortex shedding was consideictd ahedding frequency of approximat8ly= 1.086
was determined. Unfortunately, no direct comparisons exiirerimental results are made.

The same technique has also been applied to non-slendandelis by Gordnier and Visbal [113, 114]. A%S0
delta wing was considered for a range of angles of incidesftg, a < 15° at low Reynolds numbers and Mach
numbers and the results were compared to experimentsaautainder the same conditions. The grid used for
this calculation had approximately®x 10° grid points and a time step &t = 0.0005 was used. These were
shown to be sufficient for the temporal and spatial scaleslived at such low Reynolds numbers. As before, the
agreement with the experimental results was shown to begag, however for the highest incidence, the loca-
tion of breakdown was predicted to be slightly further dotseem than in the experimental results. No reasons
for this discrepancy were given. The unsteady behaviouodex breakdown was also considered and dominant
frequencies were found to occur from time histories of pressoefficient. Upstream of breakdown these were
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found to beSt= 0.63 and 107, with further peaks &t= 2 andSt= 8 found from the PSD analysis. The higher
frequency was attributed to the shear layer structuresvitnd lower frequency was assigned to a fluctuation of the
vortex breakdown location. Downstream of breakdown, tequdency response was found to be more broadband
in nature, betweeBt= 0 andSt= 5. It was also noted that the spiral form of breakdown was oot fl for these
cases, however this is likely to be a feature of the sweepeaargl not due to the computational solution.

From these studies, it is evident that the spatial and teahpesolution needed to fully resolve delta wing flows
is prohibitive to the solution of flow at full scale Reynoldsmbers. Particularly, for industrial application. How-
ever, as computational power rapidly increases, it may Issipke that techniques like these may be used more
extensively for vortical flows to validate and improve thewaacy of turbulence models and treatments in the
future.

1.5.5 Detached Eddy Simulation (DES)

In order to reduce the spatial and temporal requirement&&, Iparticularly in the boundary layer region, hybrid
URANS/LES methods have been proposed. These methods &loadivantages of each method to be utilised
by applying the URANS turbulence models to the boundaryrlaggions and LES to the remainder of the flow
domain. This has the advantage of considerably reducingahmputational requirements of LES as the boundary
layer region is not required to be as well refined. Due to thdiegtion of LES, the solutions are still heavily
dependent on the spatial and temporal resolution and veteflore require substantially more computational re-
sources than RANS methods. However, by using LES in the majofr the flow domain, the resolution of the
overall flow behaviour will be much improved compared to demd RANS methods. Generally, these hybrid
methods are known as Detached Eddy Simulation (DES). Ruttbeussion and details of the formulation of such
methods will be given in Chapter 2.

In the investigation by Mortoet al. [24, 161], mentioned in Section 1.5.3, the RANS results lierfltow over a
70° wing was compared with that of two DES formulations. The DB®rfulations used were based on the RANS
SA and SST models and as such were referred to as SADES andESSTiDorder to run the DES calculations
and due to their inherent sensitivity to time step size and ggsolution, both a time accuracy study and a grid
dependence study were carried out. From a PSD analysis tifrteehistory ofCy for various time steps, it was
found that with decreasing time step size the dominant #aqy of the signal tended toward an asymptote. Based
on the final value of this asymptote, the optimum time stepgHercalculation was chosen as- 0.005. Similarly,

a detailed grid resolution study was carried out, which igitkd in [163]. The results of this study showed that
both the medium, baseline and fine grids could capture thardomhfrequencies. Thus, the baseline grid, with
2.45x 10° cells was chosen to perform the comparison with the RANS isodes stated previously, it was found
from the comparison shown in Figure 1.29, that the DES methae able to capture the full range of frequencies
which occur in the flows over delta wings. From analysis ofihitex breakdown behaviour, it was also found that
the breakdown was more clearly resolved in the DES soluti@h&rall it was concluded that the DES methods
more accurately predicted the behaviour of the flow.

In a parallel study conducted by Mitcheit al. [29, 164], the presence of vortical substructures was tigeged
using DES based on the Spalart-Alimaras turbulence mode¢h&same test case. As before time step and grid
resolution studies were carried out. However, for this atigation a method known as “Adaptive Mesh Refine-
ment” (AMR) was used to refine the grid in the regions of inseraamely the vortex core region. Five grids were
compared, which were all unstructured and consisted&1L.0°, 2.7 x 10°,6.7 x 10°,10.7 x 10° grid points and

an AMR grid of 32 x 10° grid points. The results agreed well with the experimenits) small spatially stationary
sub-vortices observed in the shear layer of the very fine gl the adapted grid. However, it was found that
the structures observed in the adapted grid solution wesecko the experimental results than the very fine grid.
Based on this it was suggested that the occurrence of thefates was extremely grid dependent. With the degra-
dation of the results on the very fine grid being due to an emed refinement of the trailing edge vortices which
seem to have an upstream effect on the shear layer. It watudeddrom this study that further work was needed
on a time-accurate simulation of these structures to détertheir cause. The use of DES was recommended due
to the accuracy of the solutions, however, it was noted that must be taken over the creation of the grid as the
results are heavily dependent on the resolution of the grile vortex region.

DES investigations have also been carried out by GortzZ5185] using the same 7@ing geometry atr = 27°
and with a Reynolds number Be= 1.56 x 10°. This study differs from the previous investigations aoitsiders

a full span wing and uses a slightly higher Mach numbeMo£ 0.2. A structured grid was also used, with a
H-C-H topology and approximately. 23 x 10° cells. As before, a time step study was conducted. This suady
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carried out on a semi-span wing in order to reduce lengthetétculations. The time steps used and the resulting
dominant frequencies from the PSD analysis of@hesignals are summarised in Table 1.3.

Dominant St of Cy

At s At Time History
0.0005 0.0446 1.95
0.00025 0.0223 2.59
0.000125 0.0112 2.73
0.0000625 0.0056 2.72

Table 1.3: Time steps used in DES time accuracy study [32]

It was evident that with decreasing time step, that the dantifrequency increased. However, as in the investi-
gation of Mortonet al. [24], this value approached an asymptote. Therefore, astepevalue oAt = 0.00006%
was chosen as it appeared to provide reasonable tempouahagcDue to the expense of the calculation, the DES
simulation was stopped after 89 non-dimensional time uwitsch corresponds to a total time of 0.0056 seconds.
Due to this short time duration, the results gained may beepiible to transients within the solution and as a
result, were treated with caution. From the PSD analysikefinsteady signal two dominant frequencies were
found, at 182 and 72z, which correspond to Strouhal numbersStf= 2.5 andSt= 10.2. The lower frequency
was attributed to the helical mode instability and the higheguency was determined to be related to frequencies
found for the Kelvin-Helmholtz instability, and was assudrie be characteristic of vortical substructures in the
flow. It should be noted that a Strouhal number of approxifydi@was also found in the investigation by Mitchell
et al. [29, 164] detailed above for vortical substructures. Hosvefrom analysis of the flow solution, no vortical
substructures were observed. It was proposed that this wetdhe relative coarseness of the grid in the vortical
region. The signal was not sufficiently long to detect angiencies associated with vortex breakdown oscillation,
however this behaviour was witnessed from the flow visutitisa and the location and amplitude of the oscilla-
tion was found to agree well with experimental observatidagrther analyses of the flow were considered and
compared to experimental data and it was found, overaltbligaagreement was good. In conclusion, it was stated
that DES is capable of predicting the unsteady behavioun®f/brtex breakdown location accurately, however,
that further work was needed to determine grid refinemeneiss

The URANS investigation of this test case by Soemarwoto apeldhs [31] discussed in Section 1.5.3, was ex-
tended by de Cockt al. [166] using an alternative hybrid RANS/LES turbulence tmgent called extra large
eddy simulation (X-LES). This model uses tke w turbulence model within the boundary layer and LES for the
remainder of the flow domain. The same grid and time step aé as in Ref. [31]. From consideration of the
PSD analysis of the normal force coefficient signal, in corigoa to the URANS solution detailed previously, it
was found that the peak &t~ 9 was not as dominant in the X-LES solution. However, moreqromas found

in the higher frequencies, which indicates that this metisocapturing more scales than the URANS calcula-
tion. Further examination of the flow structure showed thatax breakdown was predicted further upstream at
x/¢ = 0.71 which was in slightly better agreement with the experimédinwas concluded from this study that
in comparison with the URANS results, the X-LES solutionkibied a clear qualitative improvement due to an
increase in resolution of the details of the flow.

From these investigations, it appears that DES can providaa@ease in accuracy in comparison with URANS
methods. However, as stated, this accuracy is highly dep#ruh temporal and spatial resolution, which results

in large computational resources being required. Howdlrese resources are not as considerable as those needed
for LES or DNS as stated previously.

1.6 Objectives

From the literature review, it is clear that the flow over slendelta wings is complex, with the presence of break-
down and many other instabilities existing in the flow andghssibility of interactions with shockwaves occurring

at transonic velocities. Itis also clear that although nucdgress has been made in understanding this flow behav-
iour, there are still many aspects which are not well undektOne of these aspects is the nature of breakdown in
transonic flow and the possible interactions which occuwben the vortices and shocks. The sudden appearance
of breakdown in transonic flow can have significant effectstmnaerodynamic performance of an aircraft. The
ability of CFD to predict this type of behaviour has also beensidered and it is clear that this tool could provide
more insight into the mechanisms which drive the abruptneatd breakdown. Due to this, one of the aims of
this project was to consider the transonic flow over a sledé#a wing, with a view to considering the ability
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of RANS methods to predict the flow behaviour and to examieectiuses and behaviour of vortex breakdown
within such a regime. This section of the project was camigdvithin the framework of a NATO AVT Task group.

The second aim of this work was to consider the unsteady lmivanf vortex flows at moderate angles of inci-
dence where breakdown occurs on the wing. It is clear thatitiseeady nature of the flow can have a significant
effect on the overall flow behaviour and can interact withghgace of the wing or with other aircraft structures
as buffet. It is evident from the literature review that muabrk has been carried out to consider this type of flow,
particularly using CFD techniques and a number of high figélirbulence treatments have been proposed which
allow further accuracy in the numerical solutions of suckwflo It is clear that the use of DES allows a greater
resolution of the unsteady flow behaviour, however this mepment in resolution come with a significant increase
in computational expense over statistical methods suchH8NS. It is interesting to consider the ability of DES
and URANS methods to capture the main unsteady featuresssesathe capabilities of the DES solution, com-
parison was made with experimental data and with existin® D&culations. The ability of URANS to predict
the flow behaviour is then compared with the validated DESlt&s

1.7 Thesis Outline

Chapter 2 considers the numerical methods, turbulenceladd other computational techniques used in the in-
vestigations. Chapter 3 considers the behaviour of vdftmas and vortex breakdown under transonic conditions.

Chapter 4 considers the ability of the DES turbulence treatrto predict the unsteady behaviour of a subsonic
delta wing vortex, including breakdown. Chapter 5 then @ers the same test case, using URANS to consider
whether this approach may be used to predict the main unsteatlires of the flow compared to the DES solutions

of the previous chapter. Finally, overall conclusions a@eh and extensions to the work will be considered.



Chapter 2

Methodology of CFD Investigations

2.1 Introduction: The Navier-Stokes Equations

Computational Fluid Dynamics (CFD) uses numerical methodlve the conservation equations of fluid flow,
known as the Navier-Stokes equations. These are a set @lfifferential Equations (PDEs) which describe the
conservation laws for mass, momentum and energy, given by,

e Mass - the continuity equation,

dp  d(pu)
bl =0 2.1
ot 0% (21
e Momentum P o ) P P
Pui puiU; p Tij
o _Zr 7 2.2
ot ax % ox; (2:2)
wherert;; is the viscous stress tensor, which for a Newtonian fluid épprtional to the strain-rate tensor,
Tij = 2US; (2.3)
where the viscous strain-rate tensor is,
-1 /0u 0y
Si=3 (ax,— + axi) (2:4)
and the laminar viscosity is defined by Sutherland’s law,
3
U (T\2To+110
o (To) T+110 (2:5)
where, is the reference viscosity at the reference temperalyrayherep, = 1.7894x 10-°kg/msand
To =28816K.
e Energy
d(pE) , d(puE) _ d(pu) 0
=— — (Tiju — qj 2.6
ot o, ox T ax; (il =) (26)
where E is the total energy of the fluid, defined as
1
E=p (e+ éuiui) (2.7)
The heat flux vectox; is given by Fourier's Law and is defined as,
oT 1 u
g = _kT0_>q where ki = mﬁ (2.8)
These equations, along with the equations of state for @pEghs
p p T
H=E+—, =(y-1)pe, ==—5=RT 2.9
o P (y=1p b~ ME (2.9)

provide a complete description of the flow and heat trandféiethree-dimensional, Newtonian fluid flows con-
sidered in this thesis.

39
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2.2 Turbulence

At low Reynolds numbers, the Navier-Stokes equations pteéhaviour known as Laminar flow. Viscous stresses
and the viscous diffusion of vorticity and momentum damp @y small scale instabilities. However, as the
Reynolds number is increased, inertial effects becomeasingly important and the viscosity of the flow is no
longer able to maintain the smooth behaviour. With the ghasftinstabilities, the flow becomes highly irregular
and three-dimensional and the flow transitions from a lamétete to a turbulent one. Turbulence can be defined
as an irregular flow where the physical properties fluctugpélty in time and space. These fluctuations occur over
a large range of scales and are associated with structutles flow, known as turbulent eddies. The size of these
eddies can be described by their characteristic leAgftssociated with this length are characteristic velocityg a
time scalesy(¢) andt(¢) respectively.

The behaviour of the turbulent eddies in the flow is highlyfiaear with interactions occurring between fluctua-
tions with a wide range of wavelengths. The physical prgoghgch allows these interactions, is known as vortex
stretching. Vortex stretching is an inherently three-disienal property of the flow which means that turbulence,
by its nature is three-dimensional. The turbulence gaimsgnfrom the vortex elements in the flow, if they are
aligned in such a way that the velocity gradients can strdtem. This process is known as the production of
turbulence. As a result, the largest turbulent eddies withé flow carry most of the energy. However, the larger
eddies also act on the smaller eddies, in turn stretchirigdhsociated vortex elements and transferring energy to
them. This transfer of energy is then continued to even smatldies until the viscous forces become dominant
and the energy is dissipated. This is known as the energwadas®@s well as transferring energy to the smaller
eddies, the larger eddies also migrate across the flow ogrtlye smaller eddies with them. This movement of the
turbulent structures results in an increase in the mixirgdytherefore, diffusion of mass, momentum and energy
contained in the fluid. This is known as turbulent mixing.

The energy which is associated with turbulence and the dasmacess is known as the turbulent kinetic energy,
k and the rate at which this energy is transfered is termedhtiesof dissipation, defined as,

dk
€= s (2.10)
The rate of dissipation is set by the largest eddies withérflilw and the smallest eddies adjust to this value. The
range of the scales in a turbulent flow, from the smallest ¢oldingest eddies, is dependent on and increases in

extent with Reynolds number as,
n

l
with n and/, being the characteristic lengths of the smallest and laepgdies respectively arider being the
Reynolds number based on the turbulent characteristidseofiéw. In a similar manner, the ratio between the
largest and smallest velocity and time scales can also beedidis,

~Re /4 (2.11)

Y Rrel4 In R l/? (2.12)
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From these equations, it is clear that the smallest scald®dfow can be many orders of magnitude smaller than
the largest turbulent scales. It is also evident that as tha&lds number increases the range of scales increases.
As turbulence is a continuum phenomenon, the smallestsaaéefar larger than any molecular length scale. The
size of the smallest scales was determined by Kolmogorozdbas dimensional analysis and are dependent on
the rate of dissipation and the kinematic viscosity, given b

1/4
n=(v3e)"", uy = (ev)Y/*, T, = (v/e)Y/? (2.13)

These are known as the Kolmogorov scales, where
Re=nuy/v=1 (2.14)

In comparison, the largest scales in the flow can have the satee of magnitude the width of the flow, such as
the boundary layer thickness, for example. During his swityirbulent scales, Kolmogorov made a number of
hypotheses based on his observations. These included sha#fiaiently high Reynolds numbers, the small scale
turbulent motions were universal in that they were independf the flow geometry and statistically isotropic.
Anisotropic turbulent scales exist only for the largesgtignscales of the flow. According to Pope [167] this corre-
sponds to the largest 16% of the eddies. As stated beforiarthest eddies contain most of the energy of the flow
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and therefore have the largest influence on the mean flow. Asudtithe anisotropic turbulence is known as the
“energy containing range”. In the isotropic turbulenceganwhich extends to the smallest turbulent scales, the
energy cascade continues until at the smallest eddies,dleentar viscosity is sufficient to dissipate the energy to
heat. This range of turbulent eddies is known as the “diispaange” or “viscous range”. The region in between
the energy containing eddies and the dissipative rangeawkmas the “inertial sub-range”, where the behaviour
of the energy cascade is dominated by inertial effects. Hatiour of this region can be uniquely described by
a relation based on the rate of dissipatien,

The time and length scales of a flow are generally represdmtéequencies and wavelengths (or wavenumbers,
k) which are obtained from the use of Fourier analyses of tingteal and spatial histories of the flow, respectively.
Fourier analyses and statistical methods are discussedria detail in Appendix B. It is more usual to consider
turbulence as a range of wavenumbers, which are associ#tethe length scales of the turbulent eddies. Using
this convention, the turbulent kinetic energy for a rangeafenumbers can be defined as

k:/OOOE(K)dK (2.15)

whereE(k) is the energy spectral density related to the Fourier aisabf&. From this relation, it is evident that
the energy within a turbulent flow may be described from thergy spectrumkE(k) vs. k. Figure 2.1 shows a
representation of this spectrum on a log-log scale showany ©f the ranges discussed above. This plot shows
that the inertial sub-range is described by a straight irféch has a gradient of -5/3 and is only dependent on the
rate of dissipation as described above. This slope was defipé&olmogorov, as a result of his hypotheses and
dimensional analysis and is known as the Kolmogorov -5/&l@r Spectrum), given by,

E(k) = Cce?/3k 53 (2.16)

whereC is the Kolmogorov constant.
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Figure 2.1: Energy Spectrum for a turbulent flow - log-loglssgFrom Ref. [26])

2.3 Turbulence Modelling

As mentioned before, the Navier-Stokes equations coniplééscribe the behaviour of all the fluid flows consid-
ered in this thesis. For turbulent flows there are a large mumittemporal and spatial turbulent scales, which need
to be resolved. When the Navier-Stokes equations are stdvexbolve all scales this is called Direct Numerical
Simulation (DNS). However, this requires hugely refinedigrio capture all the length scales of the flow and
makes this method unrealistic for all but the most simple, Reynolds number flows. Therefore, to reduce the
computational expense in resolving all the scales of teree, mathematical modelling is introduced to account
for a proportion of the small scale turbulent fluctuationdie$e mathematical techniques are known as Turbu-
lence modelling. In this investigation two approaches todimplification of the Navier-Stokes equations and the
treatment of turbulence are used. These are the Reynoldsyvg approach and Large Eddy Simulation.
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2.3.1 Reynolds Averaging Approach

One method used to simplify the Navier-Stokes equationg@nelduce the range of turbulent scales is Reynolds
averaging. This involves decomposing the instantaneowsifim a mean flow and turbulent fluctuations, which
is known as the Reynolds decomposition. It should be cldrdiethis point that “mean flow” is taken to mean
the slowly varying flow behaviour, and is not necessarilystant with time. This decomposition is then substi-
tuted into the Navier-Stokes equations, before an aveggmincess is applied. There are three main methods for
averaging the flow: time averaging, spatial averaging asérible averaging. The most common method within
engineering flows, however, is time averaging, which willdegailed in this section. Details of other methods are
given in Wilcox [26].

The velocity componenty;, will be used to explain Reynolds averaging. This is appieedther flow variables in
a similar way. Generally, the Reynold’s decomposition satkes form,

u=U+u (2.17)

whereU; is the mean flow velocity and| is the fluctuating velocity due to turbulence.
For statistically stationary turbulence, that is a turbtifdow where the mean flow does not vary with time, the
time average is calculated from the instantaneous variablesing,

_ | 1 t+T d
U= lim = uidt 2.18
=Jm = [ (2.18)
In practice, the term] — o, means that the integration timfeshould be of a sufficient length in comparison to
the maximum period of the fluctuations. The time average @fitistantaneous velocity decomposes to the time
average of the mean flow, which due to its stationary natuegjisvalent to the meatJ; = (U;), and the time
average of the turbulent fluctuations, which are zafes 0.

However, it has been discussed in Chapter 1 that delta wirtigabflows have an inherently unsteady behaviour,
where the mean flow will vary with time. Therefore, any tudnde which occurs in the flow will fluctuate about
an unsteady mean flow. This is known as non-stationary terima. For this case, the Reynolds decomposition
as given in Equation 2.17 is still applicable, however, theamflow velocity may be further decomposed into a
stationary meanU;), and unsteady componenf.,.

Ui = (U) +u (2.19)

Thus, the instantaneous velocity can be decomposed infortitme

u = U)+u'+u (2.20)
The application of the time average is also slightly différ@nd takes the form,
1 T
b = —/ udt (2.21)
T A

where the sample timd,, should be chosen to be much larger that the small scale #iiohis of the turbulence,
but also much smaller than the scales of the mean flow oseiikat This is due to the time averaging only being
appropriate if the period of the oscillations of the mean feme large in comparison to the time scales of the
turbulent motion. This is an inherent complication of tuemce as it is not always possible to assume that the
turbulent fluctuations will be small. However, from consatéon of the discussion given in Section 1.3.3 which
shows that the majority of characteristic flow features o@twery low non-dimensional frequencies of less than
St= 10, it may be assumed for vortical flows that this is the casmvéver, care should be taken when analysing
the results. Therefore, applying Equation 2.21 yields edere, the time average of the mean flblvand the time
average of the turbulent fluctuations, which again will beozel = 0. However, this time, the time average of the
mean flow does not equal the medd;)

To form the Reynolds Averaged Navier Stokes (RANS) and WastdcRANS (URANS) equations, the Reynolds
decomposition, Equation 2.17, for each flow variable, isstituted into the Navier-Stokes equations. The time
averaging process described above is then performed. Mahg aew terms created from the Reynolds decom-
position disappear due to the time averaging of the turlbdlectuations,ul = 0 and the momentum equations
become,
00, (U0 +wh) o om) 222
Pt TP ax, T Toax | ox (2.22)
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However, two new non-linear terms arise from the convedéma as the time average of the produg,, yields,

GUj = (Ui + W) (Uj + ) = UiUj + uuj (2.23)

For stationary turbulence, it was stated before that the tiverage of the mean flow is equal to the mean of
the flow, therefore the tertdiU; simplifies to(U;)(U;). The second termyiuj, cannot be approximated and is

i
consistent for both stationary and non-stationary turzde This creates a set of six new unknowrmTu’j,
which are known as Reynolds stresses and denoteﬁ,kme Reynolds stress tensor. This term is usually included
with the viscous stress tensor and the (U)RANS equationgméompressible flow, become,

U, duU; 9P a4 _ g _
PE P an = 0Xj+0Xj (T|J+T|J)+pf. (224)
A similar process is carried out for the energy equationchiiecomes,
0(E_)Jr I(PUE) _ I(PY) 0

wheregR is the turbulent contribution of the heat flux vector as defimeEquation 2.8, using the turbulent eddy
viscosity and turbulent Prandtl numbier;. The presence of these unknowns creates a closure probleich w
requires a new set of equations to calculate the Reynoldssgts from the known mean quantities. One common
approach is based on Boussinesq’s approximation.

The Boussinesq approximation is based on an analogy wikehdithe influence of the Reynolds stresses to the
viscous stresses as defined in Equation 2.3. In this, waynisetsopic Reynolds stresses;j(= u{u/j — %kdj), are
assumed proportional to the mean strain rate and can bessegras,

aj = —24iS; (2.26)

This introduces a viscosity parameter, known as the tunbddy viscosityur. As the Reynolds stresses also
include an isotropic part, Boussinesq’s eddy viscositydtlgpsis becomes,

— = 2

= —puu} =2 Sj — §Pkdj (2.27)
wherek is the specific turbulent kinetic energy of the turbulenttilations, given by:
_ Uy

2

which can also be thought of as half the trace of the Reynatdsstensor. In reality, there are two assumptions
being made in this approximation, 1. that the anisotropigrigtels stresses can be defined at each point in space
and time by the mean velocity gradients and 2. that the tartiidddy viscosity is a scalar property of the flow
meaning that the relationship between the anisotropy amdelocity gradients is linear. However, this method
has the advantage that the Reynolds averaged equationshegasame form as the Navier-Stokes equations as
shown above and that the number of unknowns in the systemuattieqs is reduced to one, greatly simplifying
the closure problem. The turbulent eddy viscosity may benddfas the product of a velocity scale and a length

scale. It is in the direct or indirect calculation of the eddscosity where the majority of (U)RANS turbulence
models are applied and it is in the specification of theseesaahere the majority of models differ.

K (2.28)

2.3.2 Favre-Averaging for Compressible Flows

In addition to fluctuations of velocity and pressure, thesityrand temperature will also fluctuate for compress-
ible flows. This means that density is also now included inpghsial differentials of the convection terms of the
Navier-Stokes equations. If the Reynolds averaging pnaeedutlined in the previous section is applied to the
resulting Navier-Stokes equations, with the density alstinéd as the sum of its mean and fluctuating parts, the
complexity of the equations increases considerably. Bhikie to the introduction of correlations containing the
fluctuating densityp’. This will also increase the required complexity of turlmde closure models.

This problem can be overcome by using the density-weightethging procedure proposed by Favre [168] (this
procedure is also known as Favre-averaging). In this metihedmass average is introduced, in a similar way to
the time average given in Equation 2.18, again using thecitgloomponentsy; as an example,

t+T
G = l_ lim % pu;dt (2.29)
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wherep is the time averaged density. This method is similar to RiEsaveraging in that the instantaneous flow
variables can be decomposed into mass averageddTluctuating partsy”.

u =G+ ui’” (2.30)

The velocity decomposition is then multiplied by the denaitd time averaged to form the Favre average decom-
position.

pu; = pli + pu” (2.31)
However, the Favre average of a fluctuating variable is etjuaéro, therefore, the time average of the density
correlation is equal to the time averaged density multiplig the mass average of the variable,

pu = pu; (2.32)
or alternatively the mass average of the variables may beeatkés,
-~ puU
G — % (2.33)

It is important to note that Favre averaging is only a math@rabsimplification which eliminates the density
fluctuations from the averaged equations. It does not, heweliminate the effects of the density fluctuations on
the turbulence in the flow.

Using the Favre averaging technique, the Navier-Stokeatams take the form,

dpti  dpuGid; P 9

_ T LR
ot 0Xj o aXi + an (T” + T”) (2'34)
d(pE) A(pGE)  O(PG) 9 =  m.
ot (3Xj a 0X@ + (3Xj ((TIJ + T”) U Q|) (2'35)

It is clear that these equations are analogous to the in@ssimle RANS equations given in Equations 2.24 and
2.25. However, in this case the Reynolds stress tensorés dpy,

T = —puu’ (2.36)

As aresult the Boussinesq approximation is slightly attengch that the strain-rate tensor used for the calculation
of the anisotropic part of the tensor becomes,

10
Sj :Sj—gﬁ—:tdj (2.37)

Due to the similar form of the Favre-averaged equationsddrANS equations, the details of the turbulent closure
and applicable turbulence model are the same. Therefoeafar of presentation, all turbulence models are written
in incompressible form.

2.3.3 Large Eddy Simulation

An alternative approach to simplifying the Navier-Stokgsi&ions, is Large Eddy Simulation (LES). LES was
initially proposed as a means to reduce the required cornipogh expense of DNS. It does this by essentially
applying DNS to much coarser grids and therefore only resollie larger turbulent eddies in the flow. However,
due to interactions between all scales in a turbulent flowsthaller scales are important to determine a complete
and accurate turbulent solution. Thus, the influence of tades smaller than the grid cell dimensions, known
as Subgrid Scales (SGS), are modelled using what is knowB@sgtid Scale modelling”. In resolving only the
larger scales, much coarser grids and time steps can beaasepgared to DNS, as the smallest resolvable scales of
the flow are now much larger. This also has the consequentceHSais feasible at significantly higher Reynolds
numbers.

To apply LES, the flow variables are again split into two patte resolvable (or filtered) component and the
subgrid (or residual) component. As before, a velocity congmt will be used to illustrate. The decomposition is
analogous to the Reynolds decomposition discussed abovakes the form

U =0+ UiSGS (2.38)
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However, in this case the resolved scales may exhibit udgteshaviour and the filtered residual does not become
zero. These components of the instantaneous velocity canther decomposed, to show what is being captured.
Using similar terminology as for the URANS decompositionewe, the filtered variables may be considered as the
sum of the mean velocity, unsteady mean flow fluctuations g gortion of the turbulent fluctuations resolved
on the grid, defined by.

G = (Ui) +u' + oui (2.39)

The subgrid component constitutes the remaining turbdilectuations which are too small to be resolved,
U= (1- @)u (2.40)

In the LES method, the two components of the decompositi@rdsolvable and subgrid scales, are separated by
applying filtering techniques. These techniques are applisuch a way that the maximum cell dimensions of the
grid, given by Equation 2.41, are used as the filter width,

A = ma)(Ax,Ay,Az) (2.41)

The filter usually takes the form of a convolution integral,
Gi(x) = /G(x—><’)u(x’)d>( (2.42)

whereG is the filter function, which for a box filter, such as a compigtaal grid, takes the form,

1/D, X <A/2

G(x) = { 0,  otherwise (2.43)

Using these techniques, the Navier-Stokes equations cahtbmed for the filtered component of the flow. These
equations take the form,

oplG  dpui; op | Ot

—_— =——+ = 2.44
T ox ax " ox; (2.44)
As with the RANS method, this introduces a non-linear cotivederm into the equations. In this case, in a
similar way to Reynolds averaging, the filtered product isagual to the product of two filtered variables with the
difference being the Sub Grid Scale (SGS) or residual stegs®r,73°

GUj = Gidj + 13°° (2.45)
The sub grid scale stress tensor is the sum of a number ofudsstmesses created from the filtering process
due to the inequalitﬁi = (. These stresses are known as the Leonard Stresses, cassestand SGS stresses
which describe interactions between the resolved turlzel@md the small scale turbulence. More detail of these
stresses and their significance can be found in Pope [167hahéd lecture notes of Ferziger [169]. It can also be
decomposed into anisotropic and isotropic parts.

2
;%% = a; %%+ §krcj i (2.46)
wherek; is the residual kinetic energy given by,

1
=51 (2.47)

The filtered Navier-Stokes equations, now take the form,

opG;  0pGh;  dp . 9, o
ot T ox, ~ ax Tax (T (2.48)

Comparing Equations 2.24 and 2.27 with 2.44 and 2.46 it erc¢leat the filtered equations and subsequent stresses
are analogous to the Reynolds averaged equations. Thuditeonal stress tensor can be treated in a similar way
to the Reynolds stress tensor in the (U)RANS formulatiotés i6 the basis for the simplest and most widely used
approach for the subgrid scale modelling, proposed by Snraaky. In this model, the anisotropic stress tensor is
assumed to be proportional to the filtered strain rate teinsaisimilar manner to the Boussinesq approximation.
As before, an eddy viscosity is associated with this refetidp, known as the Smagorinsky eddy viscogitys

a = _ZIJSGSST (2.49)
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The Smagorinsky eddy viscosity is taken to be a scalar gyatgfined as,

Hses= b\(csA)z \ é\jé\j (2.50)

whereCs is the Smagorinsky constant taken as 0.18. As for the Boesgiapproximation, this provides a linear
relation for the sub-grid scale stress tensor

—~ 2.
TiSjGS: 2UsesSj — §pkr dij (2.51)

Itis important to note at this stage that although the subbgpale stress tensor is analogous to the RANS Reynolds
stress tensor and the role it plays is similar, the physidstwis being modelled are quite different. Due to the
formulation of LES discussed, the energy contained in thegid scales is a much smaller proportion of the
total flow energy than the RANS turbulent energy. This sutggigat only the smallest, isotropic scales need to
be modelled and therefore the model accuracy may be leskcfuicsub grid scale modelling than for (U)RANS
computations, which need to consider the anisotropic scéler a more detailed explanation of LES please refer
to Pope [167].

2.4 Application of Turbulence models to Delta Wing Vortical Flows

To understand how turbulence models predict the behaviodelta wing flows it is important to understand the
behaviour of the velocity gradients and the production ditilence in a turbulent flow and the mathematics which
is used to describe these phenomenon.

The velocity gradients of the flow are the components of arsgavder tensor and as such can be decomposed
into isotropic, symmetric-deviatoric and anti-symmeparts. A useful and detailed explanation of the properties
of second-order tensors can be found in Appendix B of Popé][Tlhe decomposition is shown in Equation 2.52
where the symmetric-deviatoric part corresponds to tterstate tensor and the anti-symmetric-deviatoric part is
the rotation tensor,

oui  1dug _ B
ax;  3ax TSIt (2.52)
The strain-rate tensor was defined in Equation 2.4 and thdéaattensor is defined as,
1 dui an
Qi —= _ 2.53
) <axj A ) (2.53)

The rotation tensor is related to the vorticity of the flow,

whereg;ji is the alternating symbol defined as,

=1, if (i, j, k) are anticyclic ie 321, 132 or 213 (2.55)

1, if (i, j, k) are cyclic ie 123 231 or 312
Eijk =
0, otherwise

Generally, within shear layers it is found that the velogtadients are dominated by the normal gradients, there-
fore, the strain-rate and rotational tensors will be roygiqual. However, as the vortex core is approached the
flow tends to a purely rotational state and the rotationadaewill be larger.

The production of turbulent kinetic energy is defined as tlualpct of the Reynolds stress tensor and the velocity
gradient, _
oU;

R i
=T —

' X
This equation mathematically defines the transfer of enfrgy the mean flow to the fluctuating velocity field.
This is caused by the mean velocity gradients interactirtly thie Reynolds stresses due to the process of vortex
stretching discussed previously. An important featurehig behaviour is that only the symmetric part of the
velocity gradient, the strain-rate tensor, and the arapatrpart of the Reynolds stress tensor contribute to the
production of the turbulent kinetic energy, such that Erqume2.56 can be written

R=ai;S; (2.57)

R (2.56)
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From this relationship, it is clear that the production af #inetic energy is proportional to the strain-rate tensor.
Considering the behaviour of delta wing vortical flows, Eipra2.57 implies that the production of turbulence
will mostly occur within the shear layer and surrounding flamd not within the vortex core where the flow is
highly rotational. Therefore, it would be expected thatttimbulence within this region would be low and the core
may be thought of as approaching a laminar state. A sucdessbulence model for this type of flow should be
able to predict this behaviour.

2.4.1 Wilcoxk— w Model

The k — w model is a two equation Boussinesq based turbulence modpbged by Wilcox [34]. This model
uses the flow parameteks,specific turbulent kinetic energy ana, the specific dissipation rate per unit turbulent
kinetic energy to calculate the eddy viscosity and to clbeeReynolds averaged Navier-Stokes equations. The
kinematic eddy viscosity for this model is given by,

k

To calculate the turbulent kinetic energy and dissipatiate,rtwo transport equations are added to the Navier-
Stokes equations in the solution of the flow. The transparagqn for the turbulent kinetic energy is given as,
ok okU; 7} ak
—+p—=— == L) =— — B*pk 2.59
Pot TPox ~ ox; {(“JFU“T)aleF F Bk (2.59)

]
Production Dissipation

Convection Dif fusion

This equation is similar in form to the momentum equationggiin by Equation 2.2 and includes convection,
diffusion, production and destruction terms as indicatéte transport equation for the dissipatian, takes a
similar form and is given, along with all the definitions otthoefficients used in this model in Appendix A. To
understand how this model applies to delta wing vortical §ipitvis necessary to consider the production terms.
The production of the turbulent kinetic energy was defineBdguation 2.56 and the corresponding term for the
dissipation rate is given as,

P, — a%)H( (2.60)

As mentioned, this model uses the Boussinesq approximadi@alculate the Reynolds stresses and, thus, the
production term is expanded to become o

Rc= 241§ S (2.61)
It is clear from these definitions that the productiork@idcw within this model, are only dependent on the mean
strain-rate of the flow and does not take the rotation rate @&etount. This is an over-simplification and results
in a large over-production of turbulence within the vortexecas the regions of high vorticity are not accounted
for by the model. This over-production of turbulence caubesmodel to predict exaggerated levels of vorticity
diffusion and, thus, results in the prediction of a weak e®fhich cannot be sustained and quickly diffuses.

2.4.2 k— w with P, Enhancer

To rectify the inability of the “standard” Wilcok — w to accurately predict the turbulent structure of the vortex
core, two different methods of rotation correction weregmsed by Brandsmet al. [158]. These models were
suggested to control the production of turbulent kinetiergg and hence the levels of turbulent eddy viscosity
in the core region. The first method directly limits the protion of k by using the dissipation term as a limiter.
Whereas the second method, and the one used in this inuestigacreases the production of the dissipation rate
(w) within regions of highly rotational flow. In order to appllyi$ rotation correction to the appropriate regions
within the flow, a suitable sensor was defined to distinguistwvben shear layers and vortex cores. This sensor
considers the ratio of the magnitude of the zero-trace mieaimgate tensor to the magnitude of the mean rotation
tensor defined below as,

s_ (258)"°

(29 Q)

As mentioned before, in shear layers, the strain-rate atadiooal tensors are roughly equal, such that 1,
whereas in the core of the vortex the flow approaches a raotdtgiate, which implies <« 1. The correction for
the dissipation production term is defined as,

Py, = a%’max{QZ,sz} (2.63)
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which is equivalent to dividing the production term®fby min(rz, 1), thus,

Po

PﬂheW: 7m|n(r2’1) (264)

Using this correction, the model now enhances the produofithe dissipation and, thus, increases the dissipation
of k, which, in turn, decreases the turbulent eddy viscositytariallent production within the core regions.

2.4.3 Non-Linear Eddy Viscosity Model

The non-linear eddy viscosity model (NLEVM) is based on thied k — co model and uses the formulation of an
explicit algebraic Reynolds stress model proposed by Walid Johansson [170] to model the Reynolds stresses.
Essentially, this model introduces an extra term to theutation of the anisotropic Reynolds stresses as defined
by the Boussinesq approximation, such that,

aij = —2urS; +a” (2.65)

The addition of this extra ternai(fx) creates a non-linear relationship for the Reynolds steedge to its depen-
dence on both the mean strain-rate and rotational tensheseduation for the Reynolds stresses then becomes,

2 —
uju; =k (ﬁaj — 2 Sj + ai(jeX)) (2.66)

In this model, the mean strain-rate and rotation tensora@malised by the turbulent time scate,i.e. S= TS_J-

andQ = 1Q;j, where
T = max 1 C H (2.67)
- Bw T\ Bkw '

The extra anisotropy term is a reduction of the general forajoused in explicit Reynolds stress models, which
contains ten tensorially independent terms and is definEduimtion A.6. The reduced form, with tensor subscripts
omitted, is,

a® = B, (92— %HQ |) +Bs (snz+nzs— NoS— §IVI) +Bo (anz— stn) (2.68)

wherel is the identity matrix, equivalent t§; andll, andIV are two of the independent invariants®andQ.
The 3, coefficients are defined by these invariants and their defitsitand other model constants are detailed in
Appendix A.

In addition to introducing this new anisotropic term, thé&caéation of the turbulent eddy viscosity is also modified
from thek — w model and takes the form,
pir = Copkt (2.69)

where 1
Cii' = 5 (Bu+110) (2.70)

In this definition of the turbulent eddy viscosity it is cléhat the behaviour of the rotation tensor is also taken into
account.

To consider the behaviour of this model in the prediction oftical flows, again the production of turbulence
should be considered. This will also now have an additicgrahtand takes the form,

A= (2§ -4 § (2.71)

From this relationship, it is clear that the extra term aotseduce the turbulent production from the original
model. The relationship between the strain-rate and mrtatite tensors and the extra anisotropy are difficult to
quantify due to the complexity of the model. However, it isdent from the formulation of the model that the
rotational tensor and its invariants appear frequentlyeréfore, it may be supposed that as the flow tends to a
purely rotational state, the value of the extra anisotroplyimcrease and therefore reduce the turbulence within
the vortex core region. The levels of turbulent eddy vidgosill also reduce in this region, further reducing the
levels of turbulence in the flow.
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2.4.4 Spalart Allmaras Model

The one-equation Spalart-Allmaras model [35] is another®8mesq based model, which solves a single equation
for a working variabley, which is related to the turbulent eddy viscosity of the flawls that,

pr = pfy (2.72)

The single differential equation which defines this modeswaoposed for application in aerodynamic flows,
such as transonic flow over airfoils, and was derived emadlsizising arguments based on dimensional analysis,
invariance and molecular viscosity. The origin of each tésrmdescribed in detail in Ref. [35]. The transport
equation for the undamped eddy viscositys given as,

v d(bu)) o P\? 19 _ 0V Cyp dV AV
il = S —cmfu(=) +==—— — 2= 2.73
ot T - S el (G ) oo VY o] o ax o (2.73)
N——— Production

Convection Destruction Dif fusion

As before, the general form of the equation is similar to th@mantum equations given in by Equation 2.2 and
includes convection, diffusion, production and destiutterms as indicated. The wall destruction term is derived
to reduce the turbulent viscosity in the laminar sublayell. Model coefficients and definitions are detailed in
Appendix A. In the production term, it is important to notat!$ denotes the modified magnitude of vorticity,
defined in Equation A.22 and is not related to the straintetsor.

After calculating the turbulent eddy viscosity using thesport equation, the Boussinesq approximation is used to
determine the Reynolds stresses and close the NaviersStokmtions. As a Boussinesq based model, the Spalart
Allmaras model suffers from the same problems as the Wilcexv model discussed previously. Due to the use
of the strain-rate tensor in the calculation of the Reynstdssses, the model may predict unrealistic contributions
of the Reynolds stresses in regions of high rotational flowhsas the vortex core.

2.4.5 Detached Eddy Simulation (DES)

As detailed in the previous section, LES was proposed as asteaeduce the computational costs of DNS. How-
ever, limitations still exist on its use and in practice thethod only increases the applicable Reynolds numbers
by about a factor of 10 compared with DNS. These limitatiorsdae to the application of LES on grids within
the wall region of a domain. As the wall is approached, theulént length scales decrease in size and become of
the order of the boundary layer thickness. Therefore, tarately simulate the flow behaviour close to the wall,
the grid refinement needed approaches DNS levels. This ignifisant problem for the application of LES to
practical engineering flows, such as full aircraft, as thebfgm of computational expense returns.

To overcome these issues, without compromising the solaticuracy anymore than is necessary, a new approach
was proposed by Spalaet al. [171]. This approach utilises both LES and RANS within theison domain, to

take advantage of the benefits of each method and to gain areéesolution, at moderate computational expense.
This hybrid method is known as Detached Eddy Simulation (Pdtfsl works by applying a RANS model within
the boundary layer region to utilise its near-wall modglapproach to avoid computational cost and applying LES
to the remainder of the flow domain, where larger turbulediezidominate. The model used in this investigation
uses the Spalart-Allmaras model as the URANS model in thdeim@ntation as initially proposed by Spalatt

al. [171].

The use of the Spalart-Allmaras model within the DES forriiafais based on the connection between the pro-
duction and destruction terms of the partial different@lation defined in Equation 2.73. Balancing these two
terms gives the relationship,

U 0 S (2.74)

From consideration of the Smagorinsky SGS model in Secti@32and in particular the expression for the
Smagorinsky eddy viscosity given by Equation 2.50, it isclihat a similar proportionality exists, with the term
A, based on the grid spacing, (see Equation 2.41) replacindighancel, such that

Vsas SA? (2.75)

Based on this similarity, it was suggested thad ifs replaced withA in the wall destruction term, the Spalart-
Allmaras model will act as a Smagorinsky LES model. Themfan order for the Spalart-Allmaras model to
exhibit both URANS and LES behaviowt,in the Spalart-Allmaras model is replaced by,

d = min{d,CpesA} (2.76)
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whereCpgsis a constant, which has been set 18%as suggested by Sheiral. [172] for homogeneous turbulence.
From this formulation, the model acts as a RANS modetfes: A and as a subgrid scale model tby>> A. Thus,

this method restricts the use of the URANS model to near wgilns and allows LES to be used elsewhere based
on these parameters. This is shown schematically by Fig@re 2
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Figure 2.2: Schematic of DES formulation on a structured gri

Using DES, allows the application of LES to the vortical mgabove the wing. In using LES, the Boussinesq
approximation is not applied and thus all large scale rotati stresses and strains are resolved fully on the grid.
This will result in a more accurate prediction of the produretof turbulence and the overall behaviour of the
leading edge vortex system. Generally, the subgrid carttdb to the turbulence will be small, therefore keeping
the turbulence levels within the vortex core region low armt@realistic than for the Boussinesq based models.
However, to keep this contribution small, the grid shouldadequately refined such that the majority of the flow
scales are resolved on the grid. Thus, the computationakesegof such calculations is much larger than for more
traditional turbulence models as described previously.

2.4.6 Computational Cost of Turbulent Calculations

In a review by Spalart [33], the relative computational saftDNS, LES, DES and URANS were compared in a
similar manner for a target flow of a full aircraft or a car. Themerical background of each method was considered
and the suggested grid size and number of time steps needéddance a sample calculation by roughly six “spans
of travel”, meaning the time taken for an air particle to #hsix times the length of the model. This may only
result in a calculation total time of a fraction of a secondaal time. The results of this analysis of each method
is shown in Table 2.1.

Type Empiricism Grid Size Time Steps Ready?
3D URANS Strong 10 10°° 1995
DES Strong 18 10 2000
LES Weak 1615 1007 2045
DNS None 18° 1077 2080

Table 2.1: Summary of computational costs of various tuheé methods according to Spalart (adapted from Ref.
[33])

Using the proposed computational cost of the methods, Béa attempted to define a readiness date for each
method, based on that method becoming a “Grand Challengggiteral CFD practitioners as opposed to everyday
industrial use. These dates are also included in Table &i%.data provides a measure of the computational costs
described above and the prospect of widespread use in tle futiowever, it remains to be seen whether these
predicted values are accurate or if complex geometries anttkliing strategies will increase these requirements.

2.5 PMB solver

All computations were performed using the Parallel Mullb&k (PMB) flow solver developed at the University of
Glasgow, which has been continually revised and updatedeovember of years. The solver has been successfully
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applied to a variety of problems including cavity flows, hggmnic film cooling, spiked bodies, flutter and delta
wing flows amongst others. The PMB code is a multi-block $tmex solver which solves the unsteady RANS
equations in a global 3D Cartesian frame of reference [17B§ conservation laws described in Section 2.1 can
be converted into vector form to simplify their use in the garational method, the Navier-Stokes equations now

take the form, _ _ _
oW Id(F+F) 9(G'+GY) ad(H+HY)
+ + +

ot ax dy gz O 2.77)
whereW is the vector of conserved variables, defined by
W = (p,pu, pv,pw.E)" . (2.78)

The superscriptsandv in Equation 2.77 denote the inviscid and viscous comporadrte flux vectorsF, G and
H, respectively. The inviscid flux components are given by
F' = (pu,pu?+ p, puv puwu(pE + p)) ',
G' = (pv, puv, pv? + p, pvw v (pE + p))T, (2.79)
H' = (pw, puw pvi pw? + p,w(pE + p)) " .

The viscous flux vectors contain terms for the heat flux andouis forces exerted on the body are

1 T
F'= Re (0, Ty, Txy; Txz, UTxx + VIxy + WTxz + Ox) s

1
G = == (0. Tuy. Tyy. Tyz, Uiy + VIyy - Wy + @), (2.80)

1
HY = Re (0, Txz, Tyz, Tzz, UTyz + VTyz + WTzz+ QZ)T .

The terms;j in Equation 2.80 represent the viscous stress tensor coengowhileg; denotes the heat flux vector.
These equations can be transformed into the averaged egsiaimply by substituting(rij + TiFf) for 7; and

(qi +qiR) for g; and taking the flow variables as averaged quantities as ddfingection 2.3. All quantities are
non-dimensionalised using the relations,

Xy 7
YT T Ty
P u W

p_potv u_Uo,:;v _Ugga W_Uggv (281)
p* T* et IJ*
P gl e_ _K®
P=ouz ' TT TuE Mk

where the superscripdenotes the dimensional variables. For this investigatimnon-dimensional characteristic
length,L*, is taken to be the root chord length of the delta winyg,

2.5.1 Steady State Solver

The PMB flow solver uses a cell-centred finite volume apprdadfiscretise the governing equations described
above. According to this method, the spatial discretisatibthe RANS equations for each cell results in the

equation,

d

ot (Wi jk# jk) +Rijk=0. (2.82)
where7 j x denotes the cell volume, which due to using a fixed grid is ordor the current work, and where
Ri,j k represents the flux residual. The convective fluxes areeatised using Osher’s upwind scheme [174], how-
ever Roe’s flux-splitting scheme [175] is also availablee MiIUSCL variable extrapolation method is employed
to provide second-order accuracy with the van Albada lintiteing applied to remove any spurious oscillations
across shock waves. The central differencing spatial eiisation method is approximate to solve the viscous

terms.

The system of equations defined in Equation 2.82 are inegjiattime to reach a steady state solution using an
implicit time-marching scheme, defined by

n+l
Wilk=Wiik _ 1 oo »83
T AL 259
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where the flux residueﬂi”j*& is linearised in time as,

JRN.
1. i,j.k 1
MLAR] W, (Wt —wry) (2.84)

By substituting Equation 2.84 into Equation 2.83, the nioedr system of equations can be approximated as

1 JR" 1
— 4+ — |JAW=——R" 2.85
(At + 0W> 7/i,j,k ( )

where the subscripisj,k have been dropped for clarity atdlV = (WI”J*& — Wi”‘j‘k) .

To solve this linear system of equations using a direct nmieth@rohibitive as the number of equations becomes
large. Therefore, an iterative Generalised Conjugate i@nadnethod is used as it is capable of solving sparse
equations efficiently in terms of time and memory requiretaenhis is used in conjunction with a Block Incom-
plete Lower-Upper (BILU) factorisation method used as agqeditioner to solve the system of equations.

Implicit schemes require particular treatment during thiyestages of the iterations. Generally, the traditiopal a
proachis to initially use a low CFL number and increase thitha solution progresses. However, it has been found
that smoothing out the initial flow by using an explicit medtfor a number of initial iterations before switching to
the implicit method was just as efficient. Therefore, in allctilations performed, a number of explicit iterations
are specified before the implicit scheme is then used.

Due to the fact that the formulation of most turbulence medeh also be represented in vector form, similar to
Equation 2.77, the steady state solver for the turbulenagetmeguations are formulated and solved in a similar
manner to the mean flow as described, with the vedtoreplaced by the equivalent turbulent vec@rand an
equivalent substitution for the flux residual. For the tuelnee model equations the flux residual also contains the
dissipation source term, however the production term igesbexplicitly. The eddy viscosity is calculated from
the turbulent quantities as specified by the model and is tzsadvance the mean flow solution. This new mean
flow solution is then used to update the turbulence solufreezing the mean flow values.

2.5.2 Unsteady Solver

The implicit dual-time method proposed by Jameson [176k&diUfor time-accurate calculations. The residual is
redefined to obtain a steady-state equation which can bedaking acceleration techniques. Using a three-level
discretisation of the time derivative, the updated flow 8otuis calculated by solving

1 —1
o W AW W 1
ik 20t 7

Riik (W) =0 (2.86)

whereR; j k (W’k, q!f‘j,k) is the spatial discretisation as described above, withk andg;  « being the vector form
of the values otV andQ, the turbulent residual, in the surrounding cells. Sinhl&or the turbulence model,

3QME—4QM,  + Q&
20\t

1
Qi*,j,k = + %‘j‘in,j,k (\A{Tvk,th,k) =0 (287)
These equations represent a coupled non-linear systenuafieqs. The superscriptsy, k, In andl; determine
the time levels of the variables used in the spatial dissaétin and determine the behaviour of the coupling be-
tween the systems of equationskif = k = I, = It = n+ 1 then the mean and turbulent quantities are advanced
in real time in a fully coupled and implicit manner. Howevieky, = I, = It = n+ 1 andk = nthen the equations
are advanced in sequence in real time i.e. the mean flow iseghdaing frozen turbulence values and then the
turbulent values are updated using a frozen mean flow salufibis has the advantage that the only modification,
when compared to the laminar case, to the discretisatioheofrtean flow equations is the addition of the eddy
viscosity from the previous time step. The turbulence maaéy influences the mean flow solution through the
eddy viscosity therefore any two equation model can be usttebut modifying the mean flow solver. Hence the
implementation is simplified by using a sequenced solutiaeal time. However, the uncoupling could adversely
affect the stability and accuracy of the real time steppwith the likely consequence of limiting the size of the
time step that can be used.
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This non-linear system of equations can be solved by intindLan iteration through pseudo tinigto the steady

state. This is given by,
Winj}l,kjtl N W_nj}l,k 1
K i,jk *
— =0 2.88
Af +7/i,j,k ij,k ( )
with an equivalent form for the turbulent system of equagidnis clear that this takes the form of the steady state
solver formulation as given in Equation 2.83 such thﬁﬁ[‘k is replaced witIR; ; x a non-time varying flow will
be solved. Using this formulation the system of equatiomsagain be linearised and iterated to a steady state

solution in pseudo time before being advanced in real time.

The flow solver can be used in serial or in parallel mode. Ireotd obtain an efficient parallel method based on
domain decomposition, different methods are applied tdltve solver. An approximate form of the flux Jaco-
bians resulting from the linearisation in pseudo-time isdug/hich reduces the overall size of the linear system
by reducing the number of non-zero entries. Between the toned the computational grid, the BILU factorisa-
tion is also decoupled thereby reducing the communicat&iwéen processes. Each processor is also allocated a
vector that contains all the halo cells for all the blockshe grid. Message Parallel Interface (MPI) is used for
the communication between the processors in parallel. giiputations undertaken have been performed on the
Beowulf Pentium 4 120-processor workstation cluster ofGk® Laboratory at the University of Glasgow.

2.6 Unsteady Time Step Calculation

One of the most important factors in the execution of an @wustealculation is the choice of time step. If a time
step is too large then the high frequency detail of the flow lmamissed, however with a very small time step
the computational resources and time taken for the caloulaticreases. Therefore, care must be taken to select a
time step which is small enough to adequately resolve thieady fluctuations of the flow, but large enough not to
make the required computational resources too great. ‘Enisrglly requires a prior knowledge of the approximate
scale of the important frequencies in the flow. For numedaidulations, the non-dimensional time step is usually
used and so the the non-dimensional frequency (or Strowimaber) should be considered. For delta wing flows,
the non-dimensional time and Strouhal number are relatdtetdimensional time and frequency using,

fc Uoot
1 and 1=—2

St= .
U Cr

(2.89)
The unsteady behaviour of delta wing flows was consideredigudissed in the previous chapter and the major
frequencies of the flow were highlighted for various invgations in Table 1.2. From this discussion, it is evident
that the majority of the frequencies associated with theidant flow features are less than approximagihy 10.

A time step ofAT = 0.01 is the lowest time step which can be used to capture thgsiérecy.

To show how this value for the time step was reached it is efaarstart with the sample rate at which the unsteady
behaviour is to be sampled. To adequately capture an unystsadlation it may be assumed that a minimum of
five time steps are needed per cycle. Therefore, the perithet@haximum frequency captured will bAB5= 0.05.

A frequency can then be obtained from the inverse of thisejalthich givesSt= 20. In signal processing and
data sampling theory, it is important to avoid aliasing, wehkigher frequencies are superimposed onto lower
frequencies, which can distort the resulting sampled signarder to do this the Nyquist criterion is used which
determines the maximum frequency which can be detecteddivea sample ratAr,

1

Sh= 27

(2.90)
This essentially reduces the maximum captured frequency &iven time step by a factor of two, therefore the
maximum frequency which can be obtained from a sample rafa of 0.01 isSt= 10. From this analysis, it is
clear that in halving the time step, the maximum frequencioisbled.

This is generally adequate for URANS calculations as thecehaf time step is independent of other calculation
parameters. However, for DES calculations the size of the itep is directly related to the size of the cells within
the computational grid and there is an optimum time step fgivan grid size. Therefore, as the grid is refined
the time step is also refined. This was briefly discussed iptbeious section dealing with the computational
cost of DES calculations. In a guide to creating DES gridsraimahing calculations, Spalart [177] recommended
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calculating the required time step necessary for a giveh) gesed on the the minimum target grid spacing within
the region of interest and the maximum velocity in the flowdamsultiple of the freestream velocity), such that,

A
AT = (2.91)
Umax
However, this relationship is only a guide and as such trecedff temporal refinement should be considered when
using the DES formulation.

2.7 Post-processing Techniques

Before presenting the results of the investigations, inigartant to explain some of the techniques used to process
the solutions obtained from the CFD calculations. As batdy and unsteady calculations are performed within
this investigation it is important to consider the relevantput files and the way in which they are processed. For
an unsteady calculation, there are three main types ofigolfite. These are:

e Domain solution data
e Integrated loads
e Point probe data

The domain solution data file is created at the end of evergifépe time step calculation and provides data on
instantaneous flow variables for every point within the dilielused for the calculation. The integrated loads file
is updated for each time step and, therefore, provides ithe hiistories of the loadings and similarly, the probe
data files provide time histories of flow variables at pointthim the flow domain specified at the start of the
calculation. For a steady state calculation, only two filesczeated at the end of the calculation once the solution
has converged, the steady state domain solution and tlgzéieel loads. Each of the files described are processed
in a different way and some details of these processes aga githis section.

2.7.1 Domain Solution data

As stated, the three-dimensional domain files contain floraktes at each grid point within the flow domain.
These variables arg, u, v, w, p and the turbulent quantitids w andRer for the k — w based models angy
andRer for the Spalart-Allmaras based models. The flow variablahéndomain files are non-dimensionalised
by the freestream properties of the flow as described in kmuat81. The turbulent quantities are, therefore, also
non-dimensional. In this work, the all flow properties ar@ftimensional, unless otherwise stated.

To analyse the domain files, the visualisation packegpplotis used, which allows both single and multiple files
to be viewed and manipulated. Due to the large grid sizes imsttbse investigations, using the complete flow
domain for analysis was restrictive due to memory requirgsiand so a number of macros were written to extract
the relevant flow details for analysis. These extractedfilatallow both two and three-dimensional visualisation
techniques to be employed for either single or multiple filBlse extracted details include, 1-D and 2-D slices of
the solution and 3-D isosurfaces of variables, such as irgloc

The use of macros ifiecplot also allows the same views of each time step to be createdagtdred for compar-
ison and provides the means to create short movies of theathsbehaviour. From these movies, it is possible
to pick out and track some of the unsteady features of the #fgith the knowledge of the time step size between
each frame it may be possible to resolve the frequenciesrtitpkar features and relate these back to the data
obtained from the unsteady probe and integrated loads files.

The variables provided by PMB in the output file are not alwsy#icient to capture specific flow features ade-
quately and other flow parameters are required. A numberwfglrameters were calculated within this investi-
gation usingCFD Analyzerwhich is an add-on package féecplot these include the components of vorticity,
the Mach numbeiy, entropy,s, and pressure coefficiellp. The relationships used to derived these variables are
given in Equations 2.92 to 2.95, respectively.

_du 0y

W= d_xj 2% (2.92)



CHAPTER 2. METHODOLOGY OF CFD INVESTIGATIONS 55

M= M where a= w (2.93)
a \/ p
P oo
s=c¢cyn (P_m) +cpln (%) (2.94)
1
Cp=2 (P— —2) (2.95)

2.7.1.1 Shock Detection and Analysis

When considering transonic flows it was also necessary teidenmeans to identify the locations and strengths
of shockwaves which occur in the flow. In order to facilitate identification of the shocks, a shock detection

algorithm was used, which was provided in tBED Analyzeradd-on. The algorithm is based on the work of

Lovely and Haimes [27] and calculates the locations of shdnk using the pressure gradient to calculate the
Mach number normal to a shock surface. Where the normal Mawtber is greater than or equal to one, a shock
is identified. The pressure gradient of the flow is always redtima shock surface and so the algorithm calculates
the pressure gradients in the flow in order to determine tieatation of the shock. The local Mach vector at each
point normal to this surface is then calculated. This is gsheehematically in Figure 2.3.
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Figure 2.3: Shock detection test quantity (Adapted from IR&A])

The normal Mach number or shock test value at each point ifidineis then created by using the dot product of
these pressure gradients and local Mach vectors,

My = My - OP (2.96)

In the CFD analyzewversion of this algorithm, the pressure gradient vectopisnalised by its magnitude. Due to
the negligible thickness of shockwaves, the algorithmuates shock surfaces which surround the region where
a shock is calculated to form and this creates a new flow Varigithin the domain solution. When this variable is
greater than one it is proposed that a shock may occur. Talipivisualise the suggested locations of the shocks
within the flow isosurfaces of this shock variable were gldttHowever, it became clear that there were regions
of spurious shock surfaces, where it was not expected tloakshwould occur. Therefore, to allow validation of
this algorithm and confirm the locations of the shocks in the fthe solutions were also analysed manually using
the variables: Mach number, entropy and pressure gradieotis magnitude and in all directions). Contours of
these variables were compared to the shock feature corponalsiced by the algorithm described above. Thus,
considering the distributions of all of these variables eabsoning based on previous investigations, the locations
of shocks in the flow were established.

2.7.2 Integrated Loads and Probe Analysis

The analysis of the time series of flow properties providethiayintegrated loads and point probe files are carried
out usingProbe AnalyserThis is a custom-made program createdViatlab, which allows the manipulation and
plotting of the data, using statistical analysis and sigmatessing technique$robe Analyseis based on the
initial program by Lawrie [178], and further developed byyyar [179], for cavity flows and has been further
extended in the course of this investigation, specificallynsteady delta wing flows. Details of the program, its
current capabilities and an explanation of the technigses in this investigation are given in Appendix B.

Before either file is analysed, a number of pre-processicignigues are necessary. Generally for the integrated
loads file this only involves deleting the initial transigiof the signals created from the start of the unsteady calcu-
lation. However, for the probe files this is slightly moredhxved. The data written to the probe files from PMB, is

not directly usable and a number of different manipulatiaresneeded before the results can be viewed. For this
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purpose, a number of utility programs have been written twatenate and convert the probe data from the block
probe files into the format used IBrobe AnalyserThe initial transients are also removed from these files.

As stated before, the unsteady integrated loads files ¢otftaitime histories of the loadings on the wing surface,
these include the normal force coefficie@y, lift coefficient,C,, drag coefficientCy, and moment coefficieny.

The analysis of the time histories of these variables camigth about the overall unsteady nature of the flow and
through calculation of such quantities as the power spleérasity, an overview of the dominant unsteady forces
on the wing and their frequencies can be obtained. Gength#yquantity which is of particular interest is the
normal force coefficient, however similar analysis can breied out on the lift, drag or moment coefficients also.
Useful quantities which are calculated for these varialvielside the mean and RMS values along with the PSD
as mentioned above.

The analysis of the probe data is a little different to thegnated loads file purely due to the volume of information
which can be contained in the files. The probe files contaithallunsteady flow variable data for each specified
point in the flow. Therefore, the time historiesmfu, v, w andp are available for multiple points through the flow
domain.Probe Analyserllows for each probe to be considered separately or forgeranselection of probes to

be considered and cross-plotted together for comparisaisd allows multiple probe files from different calcu-
lations to be analysed and compared at the same time. Theaswtysis techniques can be applied to each flow
variable as described for the integrated loads, but therelao many more functions that can be performed on
the probe file data. These include, time averaging of a sigméthe calculation of turbulent quantities and corre-
lations such as the Reynolds stresses or turbulent kinegigg based on either a stationary or non-stationary mean.



Chapter 3

Transonic Vortical Flow on a Slender
Delta Wing

3.1 Introduction

As detailed in the literature review in Chapter 1, much iswn@bout vortical flow over slender, sharp edged delta
wings and there are many reviews which detail the volume taf deailable on the subject, both experimental and
computational [49, 58, 102, 126, 180]. For the most pars dtlaita concerns subsonic freestream flow and vortex
breakdown. However, an area of delta wing vortical flow whihot so well understood is the behaviour of the
flow under transonic conditions.

From the literature, it is evident that the behaviour of tbhe/fls somewhat different to vortical flow in the subsonic
regime. With an increase in Mach number, the size and shathe ebrtex system changes [118] and the primary
vortex is found to sit progressively closer to the wing scefaDespite this increased proximity to the wing, the
vortex system creates a much reduced suction peak on theocsmgared to subsonic flow. The shock waves
which appear are caused by localised supersonic flow regfonamber of investigations, both experimental and
numerical have been carried out, which have looked at tharomece and behaviour of shockwaves in vortical
flows for varying transonic conditions [17, 18, 117, 121, 1923, 124, 125]. From these investigations, a num-
ber of shockwave systems have been observed and descritteel literature. From the work of Elsenaar and
Hoeijmakers [18], a plot was created, which detailed theebokvarious flow behaviours with Mach number and
incidence, which is shown in Figure 3.1. From this diagrais,¢lear, that for transonic flow both rear/terminating
and cross-flow shocks appear for increasingly lower andl@saence. The critical incidence for breakdown is
also shown and indicates that the incidence at which vorte&kalown occurs decreases with increasing Mach
number. Further detail on the nature and behaviour of thelstaves was given in Section 1.4.

A a(deg) VORTEX
BREAKDOWN
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Figure 3.1: A summary of the flow features for various Mach bers and angles of incidence (from Ref. [18])

The occurrence of these shockwave systems in the flow intexicomplex shock/vortex interactions particularly
at moderate to high angles of incidence. These interactiams a significant effect on vortex breakdown and the
breakdown behaviour is quite different to that witnessedtisonic vortical flows where the onset of breakdown
is relatively gradual with increasing incidence [72]. Andraction between the rear/terminating shock, described
in Section 1.4, and the primary vortex has been found, in scases, to cause breakdown [17, 123] and with

57
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increasing incidence this shock can jump upstream quitepalyr The upstream shift of the shock is likely to
occur in reaction to changes in the flow behaviour [17], sucadverse pressure gradient, caused by an increase in
incidence. If the conditions are sufficient that the shooké&x interaction causes breakdown, the sudden upstream
movement of the shock will also cause the breakdown locatianove upstream. This can cause the location of
breakdown to shift upstream by as much as 30% of the chordiimgéesl® incidence interval [18, 121].

From the literature it has also been noted that it is poss$dl@ terminating shock system to exist without the

breakdown of the vortical system [17] particularly at loveargles of incidence. Whether an interaction occurs
in this case is not well understood. From the study of theramtiion between longitudinal vortices and normal

shocks in supersonic flow [130] it has been found that it issjiibs for a vortex to pass through a normal shock
without being weakened sufficiently to cause breakdown. &@w the flow over slender delta wings is more

complex as the shock does not appear to be normal to theragsin the vortex core region [17]. Therefore,

further investigation is needed to consider the behaviodranset of vortex breakdown, particularly with respect
to shock/vortex interactions.

It is clear from consideration of the literature that thergdpain flow behaviour with increasing Mach number is
quite considerable, with the occurrence and movement afkshio the flow and the possibility of abrupt shock-
induced breakdown. This has obvious detrimental effecttheraerodynamic performance of the wing. Aero-
dynamic characteristics such as lift coefficient distridt stall and pitch may all be badly affected by such flow
behaviour. Therefore, understanding this behaviour isomamt, particularly for fighter configurations, such as
Eurofighter and JSF, which will perform manoeuvres at traitsblach numbers.

Therefore, to consider this behaviour, the flow over a steagihg edged, slender delta wing was considered under
subsonic and transonic conditions. This investigation wadertaken as part of the 2nd International Vortex Flow
Experiment (VFE-2), a facet of the NATO RTO AVT-113 Task Gpowhich was set up to consider the flow behav-
iour both experimentally and computationally over a spedif5 delta wing geometry. The work of the VFE-2
continues on from the first International Vortex Flow Expeeint (VFE-1) [181] carried out in the late eighties,
which was used to validate the inviscid CFD codes of the tihgch progress has been made in both experimental
and computational aerodynamics, particularly in turboéemodels since the conclusion of the VFE-1. Therefore,
it was proposed by Hummel and Redecker [182] that a secoratiexgnt should be undertaken to provide a new,
comprehensive database of results for various test condiind flow behaviours, to further the understanding of
vortical flows. The test conditions considered under the \2HEamework include both subsonic and transonic
Mach numbers for low, medium and high angles of incidencerahge of Reynolds numbers [183].

For this investigation two test conditions were analysedifthe cases specified by the VFE-2, at a single Reynolds
numberRe= 6 x 10°. Both subsonicM = 0.4, and transonic flow condition] = 0.85 will be considered, with
emphasis on the behaviour of the transonic vortical flow. &mgles of incidence are used for consideration,
which correspond to pre- and post-breakdown flow behaviou,18.5° and 23. Further details of the test case,
geometry and calculation set up will be given in the follogvgection, before analysis of the subsonic and transonic
calculations are detailed. For the transonic conditiorenfconsideration of the literature, it is found that both
these cases fall within the regions where it is highly likedgt cross-flow and rear shocks will occur in the flow.
Therefore, the occurrence of these shocks are analysedp&@mons between each of the calculations and with
available experimental data are made and consideratiomeo$ensitivity of the flow behaviour to a number of
computational factors, such as grid refinement detailedogarison to other numerical investigations from the
VFE-2 will also detailed, before consideration of shocktes interaction and the occurrence of vortex breakdown
over the wing is undertaken. Finally the results are disadissid conclusions made with respect to the discussion
given above.

3.2 Summary of Test Case

The geometry used for the VFE-2 is originally from experitsesarried out by Chu and Luckring [20, 132, 133,
134] in the National Transonic Facility (NTF) at NASA Langlelhese experiments considered & 6Blta wing
with four leading edge profiles (one sharp and three roundsmall, medium and large radii) for a wide range of
conditions both subsonic and transonic and for both tesflayid Reynolds numbers. This data has been compiled
into a comprehensive experimental database and forms siefbathe investigations of the VFE-2. The geometry
is analytically defined for all leading edge profiles. Botk thedium radius and sharp leading edge profiles are
considered within VFE-2, however, for this investigationly the sharp leading edge profile is considered. Figure
3.2 shows the wing situated in the NTF wind tunnel and a brefgew of the analytical dimensions of the wing.
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Leading edge geometry
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Figure 3.2: VFE-2 6%delta wing geometry used in investigation

All calculations performed were steady state and used the turbulence model withP,, Enhancer [158]. This
model is detailed and discussed with reference to its useoktical flow in Chapter 2. It has been well validated
against experiment for similar sub- and transonic steadtoab flow calculations [144, 158, 159].

3.2.1 Grid Generation

One of the most important issues for computational flow dat@ns is grid generation and establishing the de-
pendence of the solution on the grid. There have been mamgtigations considering various aspects of grid
generation particularly for delta wing flows [153, 154, 1585, 186, 187]. From these investigations the impor-
tance of having a grid which is suitably refined in the regiohmterest, in order to accurately capture the most
important and influential flow features over the wing, is appa These areas include, for a delta wing, the bound-
ary layer, the shear layer region and the leading edge voaex Other factors which have been highlighted are:
grid topology, cell skewness, wall spacing and overall geithement and distribution.

The structured multi-block grids used in this investigatieere manually created using the ICEMCFD mesh gen-
eration packagd;jexa The computational model consists of the semi-span wimgpdiced from the analytical
definition. The sting was also reproduced to approximately chord length downstream of the trailing edge,
based on the recommendations of Alletral. [71], who found that the effect of a sting or support appagatas
negligible beyond this location. Downstream, an approxiometo the experimental sting was defined to the far
field, which was defined as 20in each direction from the wing apex to minimise the effecthaf boundaries on
the results.

An H-H topology was chosen with a collapsed edge at the ap#xeofving. In order to allow for a smooth grid
point distribution and refinement of the grid, a structuregi®was used around the sting. An example of this and
the surface blocking topology is shown in Figure 3.3. Ovethé blocking structure was optimised for reduced
skewness, particularly in the sting tip region and as a testdtal of 353 blocks was used. Based on this block
topology, two grids were created for this investigationhaiarying refinement. These are classed as coarse and
fine with the important details of each grid summarised ingahl. The nomina}™ value is based on the first wall
spacing and the Reynolds number of the flow and may vary gligher the surface of the wing. A comparison of
the relative refinement of the grid on a plane upstream oftihg blocking atx/c; = 0.5 is shown in Figure 3.4.
Each grid distribution allowed for an efficient load balanfgrid points across the optimum number of processors
used for the calculations.

Nominal Number of Points on Wing Surface
Type Grid Size Wall Spacing yt Streamwise @LE Spanwises @TE Normal
Coarse 2,451,314 ~2x 10 ¢ ~4.4 117 171 49
Fine 6,993,522 k10 °g 2.2 170 228 81

Table 3.1: Summary of main features of grids used for VFEv2stigation
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Figure 3.4: Comparison of grid refinementxdt, = 0.5

3.2.2 Transition Treatment

Convergence issues associated with the apex singulatityedd-H grid, mentioned above, are dealt with by fixing
a transition from laminar to turbulent flow downstream of #peex in the computational domain. Transition was
applied at various constant streamwise locatiors0.1 — 0.4 to consider the effect on the flow behaviour for
both the subsonic and transonic conditions. From this arglit was found that the subsonic results were highly
sensitive to transition location, with the optimum solatlzeing obtained fox = 0.1 (x/¢; = 0.10154 on the wing
surface). However, the transonic results were not founcektedmsitive and thus, the transition was set $00.4,
which corresponds te/c; = 0.406125 on the wing upper surface.

3.3 Subsonic Vortical Flow: Results

As stated in the introduction to this chapter, both subsanittransonic cases were considered within the VFE-2
framework for the sharp leading edge wing. Although the nmairpose of this study is to consider the transonic
behaviour of vortical flow and vortex breakdown on the wirigs ialso important to consider the behaviour under
subsonic conditions. This will allow for further validatif the CFD solutions and therefore greater confidence
in the the predicted flow behaviour for the more complex toansflow. Two angles of incidence were considered
- 18.5° and 23 at a Mach number df1 = 0.4 and Reynolds number of 6 million. As mentioned previousigse
conditions correspond to pre- and post-breakdown flow behasor this geometry. All results were obtained on
the fine grid as detailed in Table 3.1.

To allow validation of all computational results, comparis were made with the NASA NTF experimental pres-
sure coefficient distributions at five streamwise locationghe wing surfacex/c; = 0.2, 0.4, 0.6, 0.8 and 095,
shown in Figure 3.5. It is clear that the agreement betweerdmputational solutions and the experiments are
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very good. For most streamwise locations, the position aagnitude of the suction peaks are well predicted for
both angles of incidence. Surface contours of pressurdicieat are also shown, which clearly show the extent
of the primary peak and also the existence of secondarycesrtilose to the leading edge. From the spanwise dis-
tributions, the suction peak due to the secondary vorteeslch clearer than shown for the experimental results.
The comparable strength of this region is evident from sldjfierences in primary peak location for= 18.5°.

This shows the computational suction peak located slightipard compared to the experimental data, suggesting
that the secondary vortices are larger for the computdtiesalts. However, this does not appear to be the case
for a = 23°.

At a = 23°, breakdown occurs on the wing. However, agreement with tperments is still good in the post-
breakdown region, with only a slight under-prediction of $uction peak magnitudes. This suggests that break-
down may be slightly more severe in the computational resb#in in the experiment. An interaction between the
breakdown region and the surface of the wing is apparent fh@nsurface contours of pressure coefficient shown
in Figure 3.5, where a small low pressure region is found dixeam of the breakdown location.

Figure 3.6 shows contours rivorticity andu velocity at streamwise slices over the wing, which allowes gtruc-

ture of the flow to be seen clearly. In each of the plots theexodore trajectory is defined. Considering the
18.5° case first, it is clear that breakdown does not occur and legptimary vortex core is strong and relatively
straight over the wing. The contoursxforticity also show the presence of the strong secondangxaystem,
described previously. From analysis of the axial velocityhe vortex core, it was found that the axial flow ac-
celerates up to a maximum of9BU,, atx/c; = 0.9 after which it appears to decelerate. This deceleratidheof
vortex core may be caused by the highly curved nature of Hikniy edge geometry. Also clear is an area of stag-
nant flow and the apparent breakdown of the secondary vdttexpossible that this unusual behaviour is caused
by the rounded nature of the trailing edge and the intersebigtween the leading edge and trailing edge curvature.

Comparing the contour plots for the pre-breakdown flow teséhfora = 23°, shows that the size and strength
of the vortices increase with increasing incidence. It sbdbund that the distance between the vortex core and
wing surface increases. The spiral behaviour of the vorteallown is obvious from the vortex core trajectory
with the expansion of the vortex core and the flow reversalshdearly by the contours af velocity. Upstream

of breakdown the maximum axial velocity within the vortexeevas found to be approximately2).,, which is
almost a 12% increase on the pre-breakdown case. The Ioadtimrtex breakdown, taken as the location on the
vortex core where the axial flow stagnatdg,io = 0, is approximately/c; = 0.775. For the higher incidence, the
secondary vortex is also clear from the flow structure. Adthisrtex core trajectory is also evident, which appears
to intersect regions of higher vorticity in the shear layer.
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Figure 3.5: Computational results compared to experinidata,M = 0.4, Re= 6 x 1(°
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Figure 3.6: Contours of vorticity andu velocity on slices through the vortex core foe= 185° and 23 -M = 0.4
andRe= 6 x 10°

To allow further validation of the results, the subsonicutiohs from this investigation were also compared to
results generated by other institutions as part of the VFEigure 3.7 shows comparisons of the surface pressure
coefficient distributions with results obtained by NLR anfilES-MAS. Details of the grids, turbulence models
and flow solvers used for these results are given in Ref. [aB88]summarised in Section 3.6. Itis clear from these
plots that there is close agreement between the compuhtiEsults, with only slight differences in the size of the
primary and secondary suction peaks. Further details amgbansons between the current work and the results
from these institutions will be given in a later section detg the transonic flow behaviour.
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Figure 3.7: Comparison of computational results and expental dataM = 0.4 andRe= 6 x 10°
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3.4 Transonic Vortical Flow: Results

The calculations performed to consider the transonic regiorrespond to condition$) = 0.85, a Reynolds
number ofRe= 6 x 10° at the same angles of incidence= 18.5° and 23. As before, all results were obtained
on the fine grid. However, the effect of grid refinement willdmnsidered and is detailed in a subsequent section.
As the main purpose of this investigation is to consider tbleaviour of transonic vortical flow, the results will
be considered in more detail than the subsonic results. ddts at each incidence will, initially, be considered
separately under the headings pre- and post-breakdown flow.

3.4.1 Pre-Breakdown Flow M =0.85, a = 185°

The computational results and corresponding NASA NTF arpantal data [20] foor = 18.5°, are shown in Fig-

ure 3.8. At this incidence, it is clear that, overall, theesgnent between the results is good. For most streamwise
locations, the magnitudes and positions of the suction peak well predicted. Although, as with the subsonic
results, there does seem to be a consistent over-predaftibie secondary vortex peak, which appears to lessen
with increased distance from the apex. This is not relateédgdocation of forced transition as it was found from
investigation, that the overall flow behaviour was insewsiio transition location and the strength of the secondary
vortex was relatively unchanged.

M =0.85, Re = 6e6 2
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Figure 3.8: Computational results compared to experinieata,a = 18.5°, M = 0.85 andRe= 6 x 10°

Contours of surface pressure coefficient, are also showiguré3.8. These clearly show the primary and sec-
ondary suction peaks and their behaviour. Downstrearjaf= 0.8, it appears that the secondary vortex disap-
pears and the primary vortex curves inboard toward the sdgpn at the trailing edge. This is also clear from
consideration of the pressure coefficient distributionsiclv show a flat distribution outboard of the primary vor-
tex forx/c; = 0.95. The axial velocity through the vortex cores was analgsetlit was found that the secondary
vortex breaks down in this region as it approaches thenp#idge, as shown in Figure 3.9. From this plot, it is
evident that the secondary vortex breaks down at approrigatc, = 0.85, however, the primary vortex does not.
This behaviour is very similar to that observed for the suliscase and, thus, may also be due to the geometry
in this region. From Figure 3.9 it is clear that the maximuriabxelocity of the primary vortex is approximately
1.7U. which corresponds to a maximum local Mach number &f dnd indeed the axial flow in the secondary
vortex is also supersonic upstream of breakdown. Thus, ytatso be suggested that this location coincides with
the presence of a shock in the flow and that a type of shocklkarteraction is occurring. However, if this is the
case, the primary vortex is largely unaffected by the irtéoa. Further consideration of this region and analysis
of the flow solutions is needed to determine the causes ob#tiaviour. Analysis and discussion of the presence
of shocks and shock/vortex interactions will be given intardaection.



CHAPTER 3. TRANSONIC VORTICAL FLOW ON A SLENDER DELTA WING 64

Primary Vortex
Secondary Vortex

T T T T T T T T T
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Xer

Figure 3.9: Axial velocity through primary and secondarytem coresg = 18.5°, M = 0.85 andRe= 6 x 10°

(a) Pressure coefficient (b) x vorticity (c) uvelocity

Figure 3.10: Contours of vorticity andu velocity on slices through the vortex core for.48 M = 0.85 and
Re=6x 10°

The flow structure of the leading edge vortices was consitigoen the plots shown in Figure 3.10 with contours
of pressure coefficienk vorticity andu velocity used to aid in the understanding of the behaviouhefthree
dimensional flow. From consideration of the contours of gues coefficient, it is clear that the vortex cores have
a quite uneven shape, particularly in comparison to theanibs/ortices which are quite round and uniform in
the pre-breakdown flow. The vortices are also closer to thmgywurface. From examination of thevorticity
contours, it is found that the vortex system is relativelydlad elongated over the wing surface. Closer to the apex
of the wing, a tertiary vortex is found under the secondanyexo Analysis of the contours af velocity and the
vortex core trajectories, also confirms the occurrence@tttondary vortex breakdown between the streamwise
positions ofx/c; = 0.8 and 09 with a large region of reversed flow occurring outboard ef phimary vortex. A
fourth vortical region, with the same sign as the the primangex is found outboard of the primary vortex within
the shear layer. Its location is virtually constant at eaobasnwise positions, until the secondary vortex breaks
down, where it moves upward, away from the leading edge regio
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Figure 3.11: Contours of vorticity at a positiorx/c; = 0.4 for a = 18.5°, M = 0.85 andRe= 6 x 10°

The vortex core structure can be further considered by exami single slice through the vortex core. Figure
3.11 shows contours afvorticity on a slice of the domain at the streamwise locatigio, = 0.4. At this location,
both secondary and tertiary separation regions are fouddhanlarge size and strength of the secondary vortex
is evident. Outboard of the secondary vortex, the fourttiealrregion mentioned above is clear. Initially it was
thought that this small region of vorticity may be evident@ashear layer instability. However, its behaviour is
not the same as the shear layer structures described in€CHagtie to the steady nature of the solution. Further
analysis suggests that the structure is caused by an ititerafthe secondary vortex and the shear layer. This will
be caused by the close proximity of the primary vortex to timéage of the wing and the over-predicted strength
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of the secondary vortex, which would cause high velocitiethis region. Outboard of the vortex, on the wing
surface, a much smaller region of vorticity is found, whiclggests that the boundary layer separates again under
the influence of this region.

3.4.2 Post-Breakdown Flow M =0.85, a =23

As before, the pressure coefficient distributions are coetpan Figure 3.12. From these comparisons, it is clear
that close to the apex of the wing ixe/c; = 0.2 and 04, the agreement is good, with the magnitude and location
of the primary and secondary peaks being predicted well. é¥ew downstream of the/c; = 0.4 location, the
computational results show large discrepancies witlothe23.6° experimental results. From consideration of the
behaviour of transonic vortex breakdown described in 8acti4 and the surface pressure coefficient contours,
it is clear that these discrepancies are due to vortex bosakaccurring on the wing. Analysis of the NASA
NTF experimental data has shown that vortex breakdown saauan incidence of 2@°, which is the next test
point in the data set. These results are also included inr€igLl2 and show a much improved agreement with
the computational results. Therefore, it may be conclutlatithe vortex breakdown behaviour is predicted well.
However, discrepancies exist in the prediction of theaaltonset angle. Further consideration of this will be given
in a later section.
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Figure 3.12: Computational results compared to experiaigiata,a = 23°, M = 0.85 andRe= 6 x 1(°

From the surface pressure coefficient contours, the abatpteof vortex breakdown is evident. Upstream it is
clear that the vortex system is coherent and strong, howthesrortices disappear quite suddenly. This is quite
unlike the vortex breakdown found for the subsonic case. &tial velocity through the primary vortex core
(Figure 3.13) also shows the almost immediate onset of @@k, which occurs at approximatetyc, = 0.57.
Comparing the axial flow to the = 18.5° case shows that the maximum axial velocity has increasegpimai-
mately 18U.. Therefore, as expected, the vortices have increasecdeimgitr.

The three-dimensional behaviour of the flow can be seen iplitis of Figure 3.14, which are similar to those
shown for the pre-breakdown case in Figure 3.10 . Compardéuketoesults for 1&° it is clear that the size of
the vortex core upstream of breakdown has increased in tikaphewever, the vortices still have a very elongated
shape. The region downstream of breakdown is also relgtilatlagainst the surface of the wing, possibly caused
by the high freestream velocity limiting the growth of suchktaucture into the flow. The fourth vortical structure
found in the pre-breakdown flow, is also found for this casetngam of breakdown at a constant location outboard
of the primary vortex. At the breakdown of the secondary exyriwhich also occurs slightly upstream of the
primary vortex for this case, this vortex is swept upwardyfvam the leading edge and entrained into the post-
breakdown flow.
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Figure 3.13: Axial velocity through vortex core for posebkdown flowa = 23°, M = 0.85 andRe= 6 x 10°
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Figure 3.14: Flow structure far = 23°, M = 0.85 andRe= 6 x 10°

3.5 Occurrence of Shocks in the Flow

As detailed in the literature review in Section 1.4, it is egfed that a number of shock systems will be present
for these conditions. Care was taken to analyse the flowisokitlescribed in the previous section to determine
the occurrence, location and behaviour of shockwaves ifidiae The method of analysis used was described in
Chapter 2 and allowed the interpretation of both shocks mirruin the cross-flow and those normal to the flow
direction and wing surface. Each of these shocks will be idensd separately in this section.
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Figure 3.15: Plots fox/c; = 0.4 showing contours of flow variables to highlight locatiofisimss flow shocks for
a =185° M = 0.85 andRe= 6 x 10°



CHAPTER 3. TRANSONIC VORTICAL FLOW ON A SLENDER DELTA WING 67

3.5.1 Cross-Flow Shocks

Evidence of a complex cross-flow shock system for both angfiéscidence, beneath and around the primary
and secondary vortices was found from consideration of thwe $tructure in a spanwise cut using the methods
described previously. An example of this flow behavioux/a; = 0.4 and the plots used for determination of the
shock locations for the pre-breakdown case is shown in Ei@ut5. Each of the identified shock locations are
marked on the variable contour plots.

The determination of the first of these cross flow shocks, twiuy in Figure 3.15(d), was aided by consider-
ation of the pressure coefficient distributions and surfam@ours shown in Figures 3.8 and 3.12 in the previous
sections. In these plots it was found that outboard of th@ary vortex suction peak, sharp changes in pressure
coefficient are found. These sharp changes in pressureateetfinay indicate the presence of a shock in the flow
as described in Section 1.4 and shown in Figure 1.20(a).clesr from the surface pressure coefficient contours
and was also indicated from analysing multiple slices tgtoihe domain (not detailed here), that this shock occurs
in the flow for a constant non-dimensional spanwise locatitafining a conical ray from the apex of the wing.
These locations are approximatglis = 0.64 for thea = 18.5° solution andy/s= 0.62 for thea = 23° solution.
With closer inspection, it was found that coinciding witle flocation of this shock close to the wing, the boundary
layer thickens and separates to form a strong secondamxastshown in Figure 3.16.

0.6 061 0.62 0.63 0.64 0.'/65 0.66 0.67 0.68 069 0.7
S

Figure 3.16: Velocity vectors and contours of Mach numbehatrdwise statiorx/c; = 0.2 showing secondary
separation foor = 18.5°, M = 0.85 andRe= 6 x 10°

A second sharp increase in pressure coefficient was alsal foutboard of the secondary vortex in the pressure
coefficient surface contours as described before. Agaibeémre, a small shock can be found in the cross-flow
planes corresponding to this location and denotein Figure 3.15(d). This shock is likely to be caused by

a similar mechanism as sho@, but occurs under the secondary vortex with the cross-flavetling toward the
centreline of the wing. Inboard of this location a smallitast vortex system is found and it is supposed that the
separation is again caused by the adverse pressure graseciated with the shock. As with sh@, the shock

is conical and has a constant spanwise locatioyy st 0.82 for botha = 18.5° anda = 23° angles of incidence.

It should be noted that while it is proposed in this work tmagion and correspond to the locations of
shocks in the flow, it is difficult to confirm this conclusivelyhere remains a possibility that these shocks are in
fact strong compression regions, which are causing theatma of the flow. Further work, both experimentally
and computationally are needed to confirm this.

Between the secondary separation region and the primatgxyahe spanwise flow behaves in a similar manner
to that in a convergent-divergent duct and acceleratesgersanic conditions. At some point, the flow can no
longer maintain these high velocities and a shock appeadedslerate the flow. This is likely to be the cause
of shock and in Figure 3.15(d). Shoc@ appears to occur due to the flow accelerating again beyond
shock. It is not clear at this point whether sho@ and shoc are connected or interact. However, it

appears that they sit very close and it is possible that sls a stronger continuation of sho@. If this is

indeed the case, the resulting shock curves upward fromutffiéce to the primary vortex, as suggested by the di-
agram of Figure 1.20(a). From the literature, it is knowrt thahock sits in the region between the primary vortex
and the surface of the wing [121, 122]. However, there iglékisting data which confirms the shape of this shock.

Two other shocks were found to occur in the cross-flow. Slis found to sit above the primary vortex and

is similar to that found in the computations of Gordnier aridbdl [125] and Shoc sits above the primary
shear layer, close to the leading edge. Both these shockk&elyeto be caused by the curvature of the shear layer
causing the flow to accelerate up to conditions which caneatustained. All these shocks were also found to
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occur for thear = 23° case, although the majority of the shock locations are miffedue to the inboard movement
and relative increase in size of the vortical system. Thiéhmwvn in Figure 3.17.

yl

Figure 3.17: Contours ofvorticity on ax/c; = 0.4 plane, highlighting locations of cross flow shocksdoe 23°,
M = 0.85 andRe= 6 x 10°

3.5.2 Normal Shocks

Normal shocks are also found to occur in this flow, and aretified by plotting the pressure coefficient along
the symmetry plane as shown in Figure 3.18 for both anglesaidiénce. For the 1B° case, it is clear that two
normal shocks occur at the symmetry plane. The first occisseam of the sting tip at approximatedyc, = 0.6,
which is most likely to be caused by the sting geometry. Farrtfownstream at approximatetyc, = 0.85 a
second shock is found. This second shock is likely to cooedp to the rear/terminating shock as described in
the literature [17, 18, 129] for similar conditions. A thicdmpression region is also found close to the trailing
edge, and a third shock is found from the surface pressuteaat this location outboard of the symmetry plane
on the wing surface. A shock occurring at this location iglijkto be caused by the high curvature of the wing
geometry and the necessity of the flow to return to freestre@mditions at the trailing edge.
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Figure 3.18: Pressure coefficient distribution at the sytnynma#ane on the wing for both angles of incidence

As the incidence is increased and vortex breakdown occuth®ming, the behaviour at the symmetry plane,
again, shows the shock at the sting tip at approximatély = 0.6. However, another shock is also found in the
flow slightly upstream of this location at aboytc, = 0.52. Downstream of the sting tip, it is evident that the
rear/terminating shock described for the= 18.5° case is no longer present. From the behaviour described in
the investigations of Elsenaar and Hoeijmakers [18] uniwrilar conditions, it is possible that the new shock
upstream of the sting tip is the rear/terminating shock igindergone an upstream shift with the increase of
incidence. However, due to the presence of the sting anchtbeksaused by this geometry, it not possible to state
this conclusively. As before, it is found that three normfadeks occur at the symmetry plane and close to the
trailing edge, as also found in the experiments, a secormamhock is observed. This is likely to be the same
trailing edge shock as found for = 18.5°.

Considering the three-dimensional behaviour of the noghatks, it is found that the shock occurring upstream
of the sting tip curves downstream and intersects the ralfedhear layer of the vortex as shown in Figure 3.19
and highlighted by the dashed lines. This is also in agre¢miéimthe observations of Donohoe and Bannink [17]
and the schematic shown in Figure 1.20(b) for the rear/teativig shock. However, it is likely that this curvature
is caused by the sting presence for this configuration. Aigblighted are the locations of the other normal shocks
described above. The rear/terminating shock in th8%blution is found to be normal to the freestream and wing
surface and does not appear to curve downstream outbodrd sfinmetry plane. This lack of curvature may be
due to the influence of the sting on the flow, as previous inyatons have considered a flat wing without sting
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support [17]. Also clear from this plot are the two cross-flelocks which sit above the vortex described above
( and from Figures 3.15 and 3.17). It is possible, for both angfescdence, that there is an interaction
between these cross-flow shocks and the normal sting tigkstaddch will further increase the complexity of the
flow in this region. However, further experimental data isaed in this region to determine this behaviour.

Figure 3.19: Isosurface of vorticity coloured by pressure coefficient showing primaoytex shear layer and
normal shock shape for both angles of incidence

3.6 CFD Sensitivity Study

As has been shown in the previous sections, the agreeménthgiexperimental data is good for the pre- and post
breakdown flow, however the critical incidence for vortegddtdown on the wing is not predicted well. Due to the
presence of the shocks in the flow, it is quite likely that flogy will be more sensitive to computational factors
than a subsonic flow and this must be checked in order to ingpcowfidence in the solutions. In this section,
a number of parameters will be considered. These includkigsiues such as refinement and type, turbulence
modelling, convergence and time accuracy issues. Forsdis;avith the exception of the effect of grid refinement,
only the post-breakdown case,= 23°, for conditionsM = 0.85 andRe= 6 x 10° will be considered.

To allow further analysis of various aspects of the flow bétay comparisons were made with calculations
performed by other institutions as part of the VFE-2. Thestitutions are EADS Military Air Systems (EADS-
MAS) and NLR using structured, multi-block grids and the tddiStates Air Force Academy (USAFA) using an
unstructured grid. Each institution uses its own well-dated 3D RANS flow solve=LOWer 116.17at EADS-
MAS [189], ENSOLVat NLR [190, 191, 192] an@obaltat USAFA [193], respectively. Comparisons between the
structured flow solvers and PMB at Glasgow University havenbmade in the past [194]. Detailed descriptions
of each of these flow solvers, computational set-up and gsdd in the structured grid comparisons can be found
in Ref. [188] and are summarised along with the current itigaton details in Table 3.2.

Size No. of Grid Points on Wing
I nstitution Topology x10°  Spanwise Streamwise Normal Turbulence Model
EADS C-0 ~ 106 129 257 129 Wilcox kw and
Reynolds Stress Model
NLR C-O0 ~4 192 112 96 TNT keo with
P, Enhancer
Current H-H ~7 170 228 81 Wilcox kev with
Investigation  with O-grid P, Enhancer and NLEVM

Table 3.2: Summary of grids and turbulence models used f&-2Btructured grid comparisons
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The effect of time accuracy is considered by comparing theeatisolutions to calculations performed by USAFA
using the Spalart-Allmaras DES turbulence treatment onstructured grid. The grid used had approximately
7.89x 1P cells and an average first wall spacingydf= 0.68, created specifically for a Reynolds number of
6 x 10°. It was refined within the vortex core region to improve th@dor the application of DES. The grid
structure at the symmetry plane is shown in Figure 3.20. The step was defined a8 = 5 x 10 6 seconds,
which corresponds to a non-dimensional time stefitof 0.0047. The calculation was allowed to run for approx-
imately 20600 time steps, which results in a total time ofragpmnately Q1 seconds. For these comparisons, both
instantaneous and time averaged (mean) solutions werssagend thus, a time averaged file was created over
a total of 4000 time steps.

Figure 3.20: USAFA grid at symmetry plane

3.6.1 Effect of Grid Refinement

As stated, the effect of grid refinement was considered fti poe- and post-breakdown flow for the transonic
conditions. In this study, the solutions detailed previgfisr the fine grid are compared to results obtained using
the coarse grid described in Section 3.2.1. Comparisontseo$urface pressure coefficient distributions for both
angles of incidence with the relevant experimental datahosn in Figure 3.21.
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Figure 3.21: Comparison between the H-H grids for transooiditions air = 18.5° and 23
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Considering both angles of incidence, it is clear that tlaeeea number of differences between the solutions on the
two grids, particularly in the trailing edge region. Cloedtie apex, agreement is good for both cases, with the fine
grid giving slightly higher suction peaks than the coarsd.gin this region, both primary and secondary vortex
suction peaks are clear and coincide for both grids, ug/te = 0.6 for a = 18.5° andx/c; = 0.4 for a = 23°.
Downstream of these locations, the differences in theildigions become more pronounced. Foe= 18.5°, at

x/c; = 0.8, the pressure coefficient distribution shows that the fin@ gives better agreement with the experi-
mental data. It is clear from the under-prediction of thesptge gradients that the coarse grid is not resolving
the cross-flow shocks as well as the fine grid, as expectedlaioehaviour is shown at/c; = 0.95, where the
cross-flow shock region is much further outboard and thé@upeak is over-predicted. Far=23°, downstream

of breakdown, the agreement between the two grids is cloik,arsimilar reduction in suction peak found at
x/¢; = 0.6 and similar flat distributions obvious downstream of thisdtion.

Further comparisons can be made from the pressure coeffmatours on the wing surface, shown in Figure
3.22. For the pre-breakdown case, these plots emphasisengsring of the gradients on the coarse grid, with
the primary vortex suction peak being much broader. Alsdew is the behaviour of the secondary vortex which
does not appear to have such an obvious breakdown locatioonimast to the fine grid. Considering the post-
breakdown case, the differences between the two soluti@ysagain, harder to determine. The behaviour of the
vortex breakdown is almost identical, with the location leé hormal shock upstream of the sting tip coinciding.
It is likely that as with the pre-breakdown case, the shonkbke flow are more smeared for the coarse grid, how-
ever this does not appear to have a significant effect on tivdodaviour and the occurrence of vortex breakdown.

Figure 3.23 shows the axial velocity through the primarytewrcores for both cases. It is clear that with the
increase in grid refinement, the axial velocity increaseafifyroximately 30%., for both cases. This increase in
axial velocity is expected and is most likely to be due to thprioved refinement of the vortex core region. For the
post-breakdown case, the onset and behaviour of breakdoewident from this plot. It is clear that the onset of
breakdown occurs at roughly the same point over the wirig (= 0.57 for the fine grid and/c, = 0.58 for the

coarse grid).
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Figure 3.22: Surface contours of pressure coefficient forgarison between the H-H grids
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Figure 3.23: Comparison of axial velocity through the verteres for coarse and fine grid solutions
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The differences in vortex core resolution are also showmayyaing contours af vorticity on a cross-flow plane.
Figure 3.24 shows a cross-flow slicexdt; = 0.4, for both grids atx = 18.5°. It is clear from these plots that
the fine grid predicts a much more compact vortical system tha coarse grid. Both the primary and secondary
vortices are stronger for the fine grid solutions and as altrésel outboard vortical region in the shear layer is
not found on the coarse grid. Tertiary vortices are foundfuth cases and in general the location of each of the
vortices is the same for both grids. Similar comparisonsevedso made for the post-breakdown case, but are not
shown.
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Figure 3.24: Contours of vorticity at chordwise statior/c, = 0.4 at 185°

This study has shown that the behaviour and location of xditeakdown within transonic flow are not greatly
affected by the grid refinement carried out. It is also evidbat the critical angle for vortex breakdown onset is
independent of grid refinement, as vortex breakdown is ptedito occur early for both grids.

3.6.2 Effect of Turbulence Model

The effect of turbulence model on the flow behaviour was a®reid by comparing the results detailed in the
previous sections, calculated using the w with P, Enhancer model to results obtained using the Non-Linear
Eddy Viscosity model for the post-breakdown incidenze; 23°. The Non-Linear Eddy Viscosity model calcu-
lation was performed using the same flow conditions as befodevas started from the end of the w with P,
Enhancer calculation discussed in the previous sectidngad run for the same number of total iterations using
the same calculation parameters. Further consideratitimeaéffect of turbulence model will be obtained from a
similar study carried out by EADS-MAS for the same case, canimg the standard Wilcok— w and a Reynolds
Stress model (RSM).

Considering the current results first. The surface pressueéficient distributions are compared for each turbu-
lence model and to the relevant experimental data as shoigime 3.25(a). It is clear that close to the apex, at
x/c¢; = 0.2 and 04, the agreement between the distributions is very good.edewdownstream af/c, = 0.6 there

is a significant difference in the pressure coefficient tistions. The Non-Linear Eddy Viscosity model predicts
behaviour which is still in good agreement with the experitaédata for the 28° data point, which suggests that
at this location breakdown has not yet occurred. Whereahéooriginal results, it was found that breakdown oc-
curred atx/c; = 0.57, therefore this streamwise location is downstream cdttewn and the agreement with the
24.6° experimental data is good, where breakdown also occurseowithy. Further downstream, byc, = 0.8,

it is clear that vortex breakdown has occurred for the Namehr Eddy Viscosity solution, although inboard there
is still some agreement with the experimental resultsofer 23.6°. There is little agreement with the results for
thek — w with P, Enhancer model, which as described previously, shows aflarglistribution downstream of
breakdown. This difference in solution behaviour contsxdewnsteam.

Further evidence of the differences between the two seistian be obtained from direct comparison of contours
of the surface pressure coefficient for the whole wing. Ttaseshown in Figure 3.26(a). It is evident from this
plot that the location of breakdown is quite different focka&olution. From analysis of the vortex core behaviour
it was found that the location of vortex breakdown for the Namear Eddy Viscosity model was 148ofurther
downstream ax/c; = 0.71. However, upstream of breakdown, it was found that thetiewl were in good agree-
ment, with the same axial velocity being predicted and alamviortex structure, as described for the original
results in the previous section, for the Non-Linear Eddyco&ty model results. The location of shocks within
the flow was relatively similar for the Non-Linear Eddy Visity results, with cross-flow shocks appearing in the
flow as previously described. A normal shock was found to pstightly upstream of the sting tip, however a
second shock upstream of this location was not found forcdse. Downstream close to the trailing edge, a third
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normal shock is also apparent, which is in agreement withrékelts predicted for thke — w with P, Enhancer
model solutions. Therefore, from these comparisons, ieappthat the choice of turbulence model influences
the location of breakdown, but the general behaviour of i i relatively unchanged, particularly upstream of
breakdown.

A similar analysis was carried out on the results from the BAiBvestigation, which shows that there is little
difference in the solutions predicted by the Wildox w and RSM turbulence models. From the surface pressure
distributions in Figure 3.25(b), it is clear that the preditbehaviour is similar with the main differences occugrin
atx/c; = 0.6, outboard in the secondary vortex location. Vortex breakdoccurs slightly downstream of this lo-
cation for both cases, at approximatgfy, = 0.68 for the Wilcoxk — w model and at approximateky/'c; = 0.70

for the RSM. This slight difference in location may expldietdiscrepancy in the secondary vortex prediction at
x/¢; = 0.6, which is not found to be significant to the overall flow bebav. Downstream of breakdown, dif-
ferences in the pressure coefficient distributions are r@ppabut the agreement with the.B% experimental data
point is relatively good for both models. Further evident¢he similarities between the flow solution is found
from the contours of surface pressure coefficient shown giuriei 3.26(b). This highlights the slight change in
location of the breakdown but confirms the overall agreerimetiite behaviour on the wing surface. It is clear that
the agreement downstream of breakdown is much better fee tresults compared to the current results, however
the change in breakdown location is not as significant.

Therefore, it may be concluded that main effect of the chof¢erbulence model is in the predicted location of the
breakdown. The differences found in the flow solution appeariginate with this change and not in differences
of fundamental flow behaviour. Each model still predictsaix@own to occur on the wing at an incidence which
is lower than that witnessed in the experiment, thus, it nisy lae concluded that the critical angle for breakdown
to occur on the wing is unaffeced by turbulence model.
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(a) Comparison between NLEVM arkd- w with P, En- (b) Comparison between RSM and Wilckx- w model
hancer model (Current Results) (EADS-MAS Results)

Figure 3.25: Effect of turbulence model on flow solution withmparison to experiment ff = 0.85,Re= 6 x 10°
anda = 23°
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Figure 3.26: Contours of surface pressure coefficient smpwifect of turbulence model on flow solution with
comparison to experiment for = 23°, M = 0.85 andRe= 6 x 1(°

3.6.3 Effect of Solution Convergence

As stated in the previous section, the Non-Linear Eddy \&tganodel was started from the end of the origikal

w with P,, Enhancer model solution discussed in the previous sectibus to this restart, it isimportant to consider
the effect of convergence on the flow solutions, particylarlorder to strengthen the conclusions made in the
previous section and to determine if the restart would haveffect on the solution. To perform this investigation,
the original calculation was again restarted, using theedanbulence model and run for an additional 4500 implicit
time steps. Figure 3.27 shows the convergence history dfiilggnal and restarted calculations. The residual is
the index of the error in the numerical computations, theneby reducing the residual by one, the error reduces
in size by an order of magnitude. The plot shows the residuraihfe mean flow computations (lower trace) and
the turbulence model computations (upper trace). It isrdlea for the original calculation, the residual reduces
rapidly then begins oscillating in an irregular manner,athiies down, before reaching its final values of 2

and 1037, With the restarted calculation, it is evident that the véduar of the residuals becomes more periodic
in nature, however the unsteadiness does not disappeare3ideals are found to oscillate about mean values of
approximately 10%8 and 1038, which are not significantly lower than the final values ofithigal calculation.
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Figure 3.27: Convergence history of residualsker w with P,, Enhancer modely = 23°, M = 0.85 andRe=
6 x 10°

Considering the results of the restarted calculation aadtiginal results shown in the previous sections. Figure
3.28 shows the surface pressure coefficient distributionbdth solutions at streamwise stations compared to the
relevant experimental results. As with all other comparssat is clear that there is little effect on the flow close
to the apex region at/c, = 0.2 and 04. Downstream ax/c; = 0.6, the overall behaviour of the distribution

is similar with a reduction in suction peak compared to thelpreakdown experimental data poiat £ 23.6°).
However, the inboard distribution has a lower pressurefmigft distribution and the suction peak is higher for
the restarted calculation results. These results give anoved agreement with thee = 24.6° experimental data.

In the original results, the breakdown location was fountdecslightly upstream of this location, atc, = 0.57

and it is clear that breakdown will be close to this regiortfar restarted results. Downstream, it is evident that the
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overall flow behaviour has not changed significantly withréased convergence with a relatively flat distribution
of surface pressure coefficient found for both solutions/at = 0.8 and 095.

From the contours of surface pressure coefficient for eatltisn, shown in Figure 3.29, it is clear that the
breakdown location is further downstream for the restactddulation solution. From analysis of the vortex core
behaviour this location was found to correspond to apprasétyx/c, = 0.64, which is a 7% downstream shift.
As with the original calculation, the breakdown locationdimwnstream of a normal shock, however only one
shock occurs in this region. It is clear that downstream efltitation of the normal shock that a suction peak
continues for both solutions, however it appears to lagydorfior the restarted calculation solution. Upstream of
breakdown the flow behaviour predicted is almost identiwéh the same axial velocity found in the vortex core.
The shockwaves described for the original results are @lsod for the restarted calculation, as expected, with
the only exception being the second normal shock upstreaheddting tip, as mentioned. Therefore, it may be
concluded that the most obvious effect of increasing theutation run time and thus of the convergence of the
solution, is to shift the breakdown location further dowaam. This may also suggest that the large difference in
breakdown location between the Non-Linear Eddy Viscosityled and the original results, detailed in the previous
section, is partly due to the effect of turbulence model aadlypdue to the effect of the convergence behaviour at
the end of the calculation.
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Figure 3.28: Effect of turbulence model on flow solution withmparison to experiment far = 23°, M = 0.85
andRe= 6 x 10°
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Figure 3.29: Contours of surface pressure coefficient smpwffect of turbulence model on flow solution with
comparison to experiment fdd = 0.85,Re= 6 x 10° anda = 23°;
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From further analysis, it was found that despite the diffiessin breakdown location, the overall flow behaviour of
the further converged solution was very similar to the ordjicalculation results detailed in the previous sections.
As this calculation has been shown to have an improved cganee behaviour, the new solution will be used for
the comparisons and analysis in the following sections.

3.6.4 Comparison with Other Structured Grid Results

M =0.85, Re = 6e6 M =0.85, Re = 6e6

- EADS 185 - EADS 2%
Glasgow 18.5 Glasgow 23
- NLR 18.5° - NLR 23°
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(a) Pre-breakdown case,= 18.5° (b) Post-breakdown case,= 23°

Figure 3.30: Comparisons between computational resutt®aperiment for all codes fol = 0.85,Re= 6 x 10°

Comparisons were made with the structured grid results d&MAS and NLR as described previously, to fur-
ther consider the validity of the solutions presented. Rifg to the pre-breakdown case first in Figure 3.30(a),
it is clear that the agreement between the computationaltsesnd the experimental data is good. As discussed
in Section 3.4, the current results predict a secondangxavhich is slightly too strong compared to the experi-
mental data. However, it is clear that the EADS-MAS and NLRisons predict vortices which are much weaker
and have suction peaks less than the experimental valueseThscrepancies may be attributed to differences in
transition treatment, with both EADS-MAS and NLR running)fuurbulent calculations compared to the current
results which has a forced transition from laminar to tuebntiflow atx = 0.4. Downstream close to the trailing
edge aix/c; = 0.95, the agreement between each of the computational smugssens. Both the EADS-MAS
and NLR solutions predict the suction peak and sudden igergepressure further outboard than both the exper-
iment and the current results. This is likely to be due to gefithement and topology in this region as both the
EADS-MAS and NLR grids use a conical C-O topology and Glasgses an H-H grid, which is more refined
close to the trailing edge. This behaviour is also clear fthensurface pressure coefficient distributions of Figure
3.31. For each solution, the location of the vortical systethe same with a well defined primary and secondary
vortex. The secondary vortex breakdown as described bef@eddent for both the EADS-MAS and NLR solu-
tions, however it occurs further downstream for both ca$bgs supports the suggestion that the secondary vortex
breakdown may be caused by a shock/vortex interaction.

Fora =23°, itis clear from Figure 3.30(b) that close to the apex of tlgvi.e. x/c, = 0.2 and 04, the agreement
between all the computational solutions and the experiat€lata is good, with the magnitude and location of the
primary and secondary peaks being predicted well. As beforeghe pre-breakdown case, the secondary vortex
is slightly stronger for the current results compared toEB®S-MAS and NLR solutions. Downstream, vortex
breakdown occurs for all solutions and the flow exhibits gagteement with the experimental post-breakdown
flow. However, it is evident from the surface pressure caefficcontour plots that the location of vortex breakdown
is different for each solution.
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(a) EADS-MAS (b) Glasgow (c) NLR

Figure 3.31: Surface pressure coefficient contours foralkes M = 0.85,Re= 6 x 10°

Figure 3.32 shows the behaviour of the axial velocity thirotlge vortex core and the location of vortex breakdown
is clear for each of the solutions. The locations for vorteeaixdown for this case corresponds to approximately
x/c; = 0.68 for EADS-MAS, x/c; = 0.67 for NLR andx/c; = 0.64 for the current results. Upstream of the
breakdown location, it is clear that there is some diffeegincthe predicted maximum axial velocities, caused by
differences in grid resolution or turbulence models used.
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Figure 3.32: Axial velocity through primary vortex core fif codesar = 23°, M = 0.85,Re= 6 x 10°

As before, consideration was given to the flow on a slice thhdhe vortex core at a constant streamwise location,
x/¢; = 0.4, shown in Figure 3.33 for each solution. In each plot, tlk@ghtion of the primary vortex is clear and
the position of the vortex cores is almost identical. Bottoselary and tertiary separation regions occur in the flow
at this location for all solutions. Outboard of the secogdartex, the thickening of the shear layer region is found
in all three solutions, however the strength of this regippears to be directly linked to the relative strength of the
secondary vortex. With the strong secondary vortex for tireent results producing a fourth vortical region, as
discussed previously.

l’) 01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1
yls yls yls
(a) EADS-MAS (b) Glasgow (c) NLR

Figure 3.33: Contours of vorticity atx/c, = 0.4 for all resultsa = 23°, M = 0.85,Re= 6 x 1(°
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Figure 3.34: Pressure coefficient distribution at the sytnym@ane on the wing

The locations of the normal shocks in the flow solutions ase alightly different for each solution. The pressure
coefficient at the symmetry plane is shown in Figure 3.18 tarheset of results. For the pre-breakdown case,
the sting tip shock is evident for all cases at approximatgty = 0.64, however the location and strength of
the rear/terminating shock downstream differs betweeanltesThis shock occurs at approximatedic, = 0.9

in the EADS-MAS and NLR results and earliendic; = 0.85 in the current results. The differences in strength
and location of this shocks is likely to be due to the naturéhefgrids in this region. At an incidence of 23
the behaviour of the solutions at the symmetry plane, agdiows the shock at the sting tip at approximately
x/¢; = 0.6, but this time it appears that a second shock occurs in thedlightly upstream of this location.
However, the compression of these two shocks appears teerimtogone for all solutions. The difference in shock
strength is likely to be caused by variations in grid refinetparticularly in the axial direction, which will cause
varying shock resolutions. Despite the variation of shdokrgth, the locations of these shocks are very similar
with the upstream shock occurring at abayit; = 0.52 for the NLR resultsx/c; = 0.56 for the EADS-MAS
results and slightly downstreamygftc, = 0.58 for the current results .
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(a) Effect of grid topology (b) Effect of common grid

Figure 3.35: Effect of grid on flow solution with comparisoreixperiment foor = 23°, M = 0.85 andRe= 6 x 10°;
a) Comparison between results from Glasgow and NLR gridsRResults); b) Comparison between Glasgow
results and NLR results on common grid using similar turboéemodel.
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Figure 3.36: Contours of surface pressure coefficient smgweffect of grid on flow solution with comparison to
experiment folM = 0.85, Re= 6 x 10° anda = 23°; a) Comparison between results from Glasgow and NLR
grids (NLR Results); b) Comparison between Glasgow and Nidrlts on common grid using similar turbulence
models.

To further aid in the comparisons between each of the cortipatd solutions consideration was given to the effect
of grid topology. This was considered by running the sameesa@nd turbulence model on two of the grids with
differing topologies. These were the fine H-H grid as desttilm Section 3.2.1 and NLR’s C-O grid. It is clear
from Tables 3.1 and 3.2 that the overall sizes of the gridsjaite different. However, this is mostly due to the
topology and chosen far-field definitions and it is found titvet number of grid points over the wing surface is
similar for both the normal and spanwise direction. Theltesaf this comparison are shown in Figures 3.35 and
3.36. The pressure coefficient distributions show verliglittifference between the solutions, both upstream and
downstream of breakdown. Considering the pressure cafficontours, it is clear that the apparent strength of
the normal shock and the suction peaks of the vortical systd¢he region of this shock are different. This is most
likely to be due to differences in axial grid refinement rattman the topology of the grids.

A comparison between the solutions for the Glasgow and NLR &#vers on a common grid was also performed.
The turbulence models used by these two institutions aresjwith the difference mainly in the specification of

the turbulence model diffusion coefficients [195]. It isari¢hat the solutions are very similar. This is also true of
the surface pressure coefficient contour plots for this,c#feough a slight difference in the predicted breakdown
location is clear. This is likely to be due to the level of cergence of the solutions as a comparison of the NLR
results with the original calculation described in Seci8m and 3.5, shows no difference in breakdown location.

3.6.5 Influence of Time Accuracy

All the computations described so far have assumed thatdheidl steady state. However, it is clear from the
literature discussed in Chapter 1, particularly for thetfieakdown case, that the flow will be highly unsteady.
Therefore, it is necessary to consider the effect of timeigary on the solutions and the behaviour of the flow.
In order to consider this, comparisons were made with areadgtcalculation, for the same transonic conditions,
carried out by the United States Air Force Academy (USAFApas of the VFE-2.

Figure 3.37 shows the comparison of surface pressure deaeffidistributions for the time averaged USAFA so-
lutions and the steady state Glasgow solution. From thisiple clear that close to the apex,ftc, = 0.2 and
0.4, the agreement between the time averaged and steady d@itaters is good. However, downstream where
the leading edge vortex has broken down, large differenetgden the flow solutions are found. Atc, = 0.6,

the time averaged solution shows good agreement with theppeakdown experimental data inboard close to the
symmetry plane, but outboard of the primary suction peakelaecondary suction peak is evident at this station,
suggesting that the secondary vortex is still present. Téedy state solution also displays a small peak in this
region which suggests that a very weak secondary vortex tilbpccur at this location. Further downstream,
the time accurate result behaves slightly different to teady state solution and post-breakdown experimental
results, and appears to be slightly closer to the experimhesdults for the 28° experimental data point. Vortex
breakdown can be confirmed to occur in the flow by considefiegsuirface pressure coefficient contours shown
in Figure 3.38.
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Figure 3.37: Comparisons between computational resullseaperiment for current results and USAFA time
accurate solutions far = 23°, M = 0.85,Re= 6 x 10°
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Figure 3.38: Surface pressure coefficient contours comgadiSAFA time averaged results with steady state
current resultsg = 23°, M = 0.85,Re= 6 x 10°

From Figure 3.38, it is evident that the behaviour of the flgstream of vortex breakdown is very similar. How-
ever, the steady state result predicts vortex breakdowhtsfifurther upstream than the time averaged solution,
x/c¢; = 0.64 for the steady state solutions compared/tg = 0.68 for the time averaged results. Downstream of
breakdown the solutions are again similar, however the@mugteak which is found downstream of breakdown
exists for approximately 258p in the time accurate result and only about 15%r the steady state result. This
behaviour is confirmed by considering the axial velocitytigh the vortex cores for each case, as shown in Figure
3.39. From this plot, it is again clear that the steady staketion predicts breakdown further upstream than the
time accurate solution. However, the levels of axial vejpapstream of vortex breakdown are similar. Further
consideration of this behaviour will be given in the followgisection.
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Figure 3.39: Comparisons between computational resuttseaperiment for current steady state results and US-
AFA time accurate solutions far = 23°, M = 0.85,Re= 6 x 1(°

Considering the three-dimensional behaviour of the flommshim Figure 3.40, it is clear that the difference in

vortex breakdown location is clearly associated with theatmn of the normal shock at the symmetry plane. For
the time averaged case, the shock at the sting tip appeartetadt with the primary vortex shear layer in a similar
manner to the shock in the steady state results. Thus, it mayalted that the mechanism for breakdown is likely
to be the same, but that some difference between the satu8arhanging the location of the impinging shock.
Further consideration of this will be given in a later sewticAlso shown in Figure 3.40 is the presence of the

cross-flow shock and) described in the analysis of Section 3.5, impinging on treas layer.

Steady State
Glasgow

Time A veraged
USAFA

Figure 3.40: Isosurface of vorticity coloured by pressure coefficient showing primaoytex shear layer and
normal shock shape for current results and USAFA time atewalutionsM = 0.85 andRe= 6 x 10°

Therefore, itis evident that the overall agreement betweesteady state and time average solutions is reasonable,
with vortex breakdown being predicted over the wing. It isrid that the vortex breakdown locations are different,
but despite these differences, the vortex core properisgseam are similar and the shape and relative locations
of the shocks in the flow correspond well. It may be suggestatithe effects of time accuracy on the prediction
of transonic vortex breakdown are not significant for thepses of predicting the main features of the flow. This
further suggests that the steady state solution can be ssedseful approximation to the complex unsteady flow
behaviour. However, the discrepancies in the location eikdown should be kept in mind. This short study also
eliminates the effects of time accuracy on the critical basegle for vortex breakdown, as these solutions are also
predicting breakdown to occur early on the wing.

3.7 Shock-Vortex Interaction and Vortex Breakdown

As mentioned in Section 3.5.2 and detailed in Figures 3.8Ba40, it is apparent that the sting tip shock intersects
the vortex system. Therefore, it is suggested that somekalartex interaction takes place, particularly for higher
angles of incidence. To consider this, the pressure in gmesfream direction through the vortex cores for both
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angles of incidence were analysed. This is shown in Figutg, vith the calculated pressure ratios for each pro-
posed shock/vortex interaction location marked. &ct 18.5°, the interactions occur without vortex breakdown.

It has been previously suggested that this is due to the stititlg above the vortex core [17]. However, from
consideration of the vortex core properties itis found thate are three regions of adverse pressure gradient which
may suggest direct interactions. These coincide with tleertermal shocks at the symmetry plane and the trailing
edge shock, detailed previously, and are clear from thetthirmensional view in Figure 3.19. The pressure ratios
for all three are less than3 and, as shown, the primary vortex recovers after passiogdih each. Therefore, it
may be suggested that these are weak interactions.

11

Pressure

Figure 3.41: Pressure distribution through vortex coresbfith angles of incidence; The numbers on the plot
signify the magnitudes of the pressure ratios through ttegsecting shocks

At a = 23°, where breakdown occurs on the wing, it is clear that thezehao regions of high adverse pressure
gradient at the vortex core. The first coincides with the fioceof the normal shock upstream of the sting tip as
shown at the symmetry plane in Figure 3.18 and also with tleetoof vortex breakdown. Very close to this, the
second, higher pressure gradient coincides with the oecoerof complete vortex breakdown, which can be seen
in Figure 3.32. These pressure gradients have ratio6féhd 236 respectively. Itis likely that the first pressure
increase is due to the effect of the normal shock at the symrmpktne on the vortex core, in a similar manner to
the interaction at the lower incidence. The second preggadient is much stronger and may indicate a direct
interaction between the downstream section of the shocktendortex core and indeed this location corresponds
to the region where the shock intersects the vortex corerasugtrated in Figure 3.40. Further detail of this region
is found in Figure 3.42, which shows contours of Mach numbrea@lane through the vortex core. The vortex
core trajectory that the data of Figure 3.41 is obtained fiohighlighted. This shows the presence of the shocks
prior to and at vortex breakdown, where the Mach number dsapsficantly and suddenly.

001 02 03 04 05 06 07 08 09 1
x/fc,

Figure 3.42: Contours of Mach number on slice through varter at a constany/s= 0.56 fora =23°, M =0.85
andRe= 6 x 1(°

From these results, it is evident that there are interastimiween the shocks and vortex core for both angles of
incidence, with weaker interaction occurring for the lovregidence. Thus, it may be suggested that there is a
limiting behaviour below which the vortex can retard theseté of the shock and remain coherent. Above this
limit, the interaction causes a considerable weakeningefortex core, which results in vortex breakdown. In his
comprehensive review, Deléry [49] demonstrated the ingmme of a number of parameters for vortex breakdown
caused by shock/vortex interaction. These include theetatia or swirl velocity,Ug, and the axial velocity of
the vortex corelUayia. He also proposed that the swirl ratio or the Rossby numbgrbmeaised as a measure of
the vortex intensity and, thus, the susceptibility of thetew to shock induced breakdown. The Rossby number
is a non-dimensional parameter, defined as the ratio of tis and circumferential momentum in a vortex as
defined by Equation 3.1. In this investigation, the maximwialavelocity at the vortex core and the maximum
swirl velocity of the vortex are used. This relationshiphe tnverse of the axial swirl parameter described in Ref.
[49], which is used as a breakdown criterion for a free-varte

l-Jaxial Uaxial
Ro= = 3.1
° reQ Ug ( )
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As a vortex passes through a normal shock, the tangentiatityeis found to stay relatively constant while the
axial velocity decreases, therefore reducing the Rosshybeu [28]. With the reduction in the Rossby number
comes an increase in vortex intensity and, as a result, teeptibility of the vortex to breakdown increases. A
criterion for breakdown using the Rossby number has alsn beestigated by Spaét al. [59] and by Robinson

et al. [60], who applied it to computational results on slendetalelings and determined that the limiting Rossby
number occurs between®and 14 for most cases, with a stable vortex core occurring foreslabove 4. To
consider this criterion, the Rossby humber was calculatetvdth pre- and post-breakdown angles of incidence
and the resulting graph is shown in Figure 3.43 with resgestreamwise location on the wing. Also noted on the
plot are the critical Rossby numbers for vortex breakdown.
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Figure 3.43: Rossby number distribution against root clhacdtion for pre- and post-breakdown cases

These results also show the influence of the shocks on thexvbethaviour. Ao = 18.5°, it is clear that weak
interactions occur as the Rossby number decreases. Haqweigereduction is not significant which shows that
the vortex is not sufficiently weakened by the shock. A recpi®witnessed downstream. At= 23°, a similar
behaviour is noted where afc; = 0.58 the vortex is affected by the normal shock. However, tlgeicgon in
Rossby number is greater than foe= 18.5° and the vortex becomes unstable. Complete vortex breakibaivan
caused by a second shock at approximatéty = 0.62 which has a greater effect on the already weakened vortex
flow, and breakdown is almost immediate. It is interestingdte that upstream of vortex breakdown the value of
the Rossby number is very similar for the two angles of ina@e This shows that for a given set of conditions,
the Rossby number is independent of incidence. For this tasenean Rossby number is approximatel: This
suggests that if the Rossby number of a vortex is constamdoeasing incidence, another parameter is needed to
define the limit which causes vortex breakdown to occur omwtimeg.

0.5 f

0.4}

o3 Vortex Breakdown

02

01l No Vortex Breakdown

0.0 1 L L L 1 I
1.0 15 20 25 3.0 35 4.0

Mach Number

Figure 3.44: Theoretical limit curve for normal shock variateractions, where is the swirl ratio= 1/Ro
(adapted from Ref. [28])

It was also suggested by Deléry [49] that the susceptitiiita vortex to breakdown is linked to the strength of
the impinging shock and, thus, on the upstream Mach numbénel study by Kalkhoran and Smart [28], a vortex
breakdown limit for normal shock/vortex interaction basedupstream Mach number and swirl ratio is discussed
for supersonic vortices with uniform Mach number profileheTesulting limit is shown in Figure 3.44. This
shows that for a given swirl ratio, a limiting Mach numberstgiabove which vortex breakdown occurs. However,
this curve may not be applied to transonic delta wings asdhdihg edge vortices have jet-like velocity profiles
and the impinging shocks in the flow may not be normal to théexaaixis. This will change the behaviour of the
interactions and, therefore, the limit for breakdown.
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To investigate a limit for transonic delta wing vorticesg #trength of the impinging shocks should be considered,
pre- and post-breakdown. Unfortunately, little experitaédata exists to allow the shock strength to be measured
through the vortex core. However, the strength of the shimakident on the surface of the wing may be considered
to improve confidence in the computational solutions. Fer KMASA NTF experimental results, the pressure
distributions on the surface of the wing at a constant spemieication of//s= 0.3 were considered for the &8

and 246° angles of incidence and are shown in Figure 3.45. Unforalpdhere are only five data points, however,
the presence of an increase in pressure betwégn= 0.6 and 08 for the 236° incidence and/c; = 0.4 and 06

for the 246° incidence is still clear. As the sting tip is located at apgmmatelyx/c, = 0.64, these pressure jumps
are most likely to be located close to th&; = 0.6 streamwise location. Using this as a guide, an approximati
to the shock strength at this location can be determined appeoximate values calculated are given in Table 3.3.
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Figure 3.45: Experimental surface pressure data on coraigalt constang/s= 0.3 to show experimental shock
strength fora = 23.6° and 246°, M = 0.85,Re= 6 x 10° from NASA NTF data

P2

P
NASA NTF Experiment - 23%° 1.i6
NASA NTF Experiment - 26° 1.4673
CFD - 185° 1.2314
CFD - 23 1.4695

Table 3.3: Summary of shock strength on surface conical ragrestant//s = 0.3 for all solutions aM = 0.85,
Re= 6 x 10° anda = 23° compared to NASA NTF data.

Using the values in Table 3.3 as a guide, it is evident thatetliee a considerable difference in the calculated
pressure changes at the sting tip location for the pre- asttipeakdown experimental results. The calculated
pressure ratio for the post-breakdown case is roughly 25§eiahan for the pre-breakdown case. Similar distri-
butions were also obtained from the computational solgtfonthe pre- and post-breakdown cases and the shock
strengths calculated are also stated in Table 3.3. From a&ason with the experimental data it is clear that the
magnitude of the post-breakdown pressure ratio is veryi@inhiowever, the pre-breakdown ratio is larger. This
means that overall the increase between the pre- and pesitdinwn cases for the computational results is less.
The larger pressure ratio of the computational resultsHerpre-breakdown case may have implications for the
onset of breakdown. If the shock strength is over-predictélde computational results, it is likely that breakdown
would occur earlier on the wing compared to the experimertallts for a given vortex strength.

To consider the incidence at which vortex breakdown firsuegon the wing and relative strength of the shocks
in the flow, additional calculations were performed for mtediate angles of incidence between5£&nd 26

for the same flow conditions as befotd & 0.85 andRe= 6 x 10°). A summary of the important flow details
are shown in Table 3.4. These details include whether vamteakdown occurred, the maximum vortex core axial
velocity, Mach number and the strengths and locations diitstampinging shock at each incidence. The location
of the shocks can be taken as analogous to the vortex breakkdoation, where appropriate. From the analysis,
it was found that the 23case was the only incidence to exhibit the double shock aexdireakdown and so
the combined shock strength is instead shown for compavisthnthe other results. As these calculations were
performed to the same convergence level as the originalledion, the data from the original calculation has also
been included. The further converged solution resultslaceshhown for completeness. As discussed previously, it
was found that the convergence level only affected the ilocaif breakdown, therefore, this should not influence
the critical angle for the onset of breakdown over the wing.
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a VBD? Max. Uggiar  Max. M ayial E_f Shock x/c;

185°  «x 1.74 1.76 15 0.62
19° X 1.76 1.80 1.67 0.64
20° v 1.74 1.83 3.73 0.64
21° v 1.74 1.86 4.87 0.64
22 v 1.79 1.88 4.67 0.51
23° v 1.80 1.92 5.25 0.55
2t 1.83 2.00 4.75 0.62
24° v 1.84 2.05 5.93 0.49
25° v 1.84 2.10 5.64 0.47
26° v 1.84 2.20 5.48 0.40

Table 3.4: Summary of shock and vortex core data for all stegate calculations at = 18.5° — 26°, M = 0.85
andRe= 6 x 10° Tindicates further converged solution results.

Before considering the onset of breakdown, it is importamidte the behaviour of the flow variables with increas-
ing incidence. It is clear from Table 3.4, that the predictbdck strength increases with incidence, which is in
agreement with the experimental data in Table 3.3. The sglakity and Mach number are also found to increase,
however, the Rossby number was found to be consisteatlat for each incidence as described before. From the
theory of supersonic flows, it is known that the strength ofiack is dependent on the upstream Mach number,
thus for a higher axial flow, a stronger shock will occur. Heese in this case the relationship does not appear
to be linear. This is most likely to be due to changes in thgestwd the shock in response to changes in the flow
behaviour and the equilibrium conditions as the incidesdadreased. This may also suggest that the behaviour
of the vortex breakdown is also non-linear in nature.

Vortex breakdown first appears on the wingaat= 20°, which coincides with a significant increase in shock
strength. At this point it may be assumed that the strengtth@fshock is high enough to cause a complete
reorganisation of the flow behaviour. Thus, the shock streligit for breakdown for these solutions may be
given as 373. This appears to confirm the proposal made previously,ttieanormal shock strength is over-
predicted, thus causing the breakdown to occur earlier tnewing for the vortex core behaviour predicted. To
determine a link between the vortex flow conditions, as desdrby the Rossby number, and the shock strength
for breakdown to occur on the wing, further data, both experital and computational, is needed. By considering
different flow conditions and configurations a trend simitaFigure 3.44 may be determined for transonic vortex
breakdown.

Figure 3.46: Pressure distribution through vortex core&£#DS and NLR solutions

To further consider the relation between the occurrenceedizown, the vortex core behaviour and the predicted
shock strength, the vortex core data for the EADS-MAS, NLR time averaged USAFA results are considered
in a similar manner. The pressure behaviour through thexarbre, with the pressure ratios marked, is shown
in Figure 3.46. From this plot, it is clear that a similar bebar occurs, with shocks intersecting the vortex core
axis and vortex breakdown occurring. From the EADS-MAS ahdRIolutions, the pressure ratios through the
shocks are approximately7l7 and 164, and 15 and 289, respectively. The USAFA time averaged solution has
only one shock region with a ratio of3l However, from analysis of the instantaneous solutidngas found that
two shocks also exist at breakdown, which for the soluticantahe step of = 16600 correspond to25 and 271.

While the predicted strength of a shock can be dependentaimfaators as grid refinement, turbulence model and
solver treatment, it is also apparent that there are casrelipg differences in predicted maximum axial velocity
through the vortex core, as shown in Figures 3.32 and 3.3%amenarised in Table 3.5. The current solution has
predicted a maximum axial velocity which is the same as th&RFSsolutions and higher than for the EADS-
MAS and NLR solutions. As a result of this increase in axidbegy the Mach number upstream of the shock
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will increase, and the upstream pressure will reduce, tiaguin a stronger shock to maintain equilibrium of
the flow. Howeuver, it is evident that the Rossby number in ezade is similar. This suggests that the shock
strength predicted by the computational solutions is ddgenhon the vortex core behaviour predicted upstream.
The axial flow behaviour is also dependent on the computaltjperameters mentioned above. However, despite
the differences in flow solutions and computational settip,behaviour and effect of the shocks on the flow are
the same.

Shock at

Vortex core Shocks y/s=0.3:
Uagiai Maxia RO 1st: E_f 2nd: E_f Total: E_f E_f VBD x/c
EADS 1.50 - ~ 1.67 1.77 1.64 2.55 1.4274 0.68
Glasgow 1.83 200 ~17 2.00 2.36 4.75 1.4695 0.64
NLR 1.60 - ~1.74 1.50 2.89 4.33 1.5075 0.67
USAFA (time ave.) 1.80 2.03 ~1.67 - - 450 1.4409 0.68
USAFA (instant.) - - - 2.51 2.71 4.75 - 0.66

Table 3.5: Summary of maximum axial velocity, shock straraytd breakdown location for all solutionsat=
23, M = 0.85 andRe= 6 x 10°

To consider the ability of the computational solutions tegict the axial flow upstream of breakdown, the PIV
results obtained at DLR and described in Konratlal. [21] were considered. These experiments were detailed
in Section 1.4 and were carried out for a slightly differeotvlconditions, with a Mach number ofi = 0.80
and Reynolds number ¢&e= 3 x 10°. To compare with these results, a new set of calculations werformed,
using thek — w with P, Enhancer turbulence model f = 0.80 andRe= 2 x 10° at angles of incidence of
a = 185° — 26°. Figure 3.47 shows a comparison of the cross-flow behavimua fhominal incidence aoff =
26°. The effect of the difference in Reynolds numbers will beliggigle due to the sharp leading edge. In the
experiment, it was found that vortex breakdown occurredvbeh thex/c, = 0.6 and 07 streamwise stations.
However, the computations predict breakdown further easiratx/c, = 0.4. Therefore, to make a comparison of
the pre-breakdown flow, the results were compared on plahe&hwere a similar non-dimensional distance from
the breakdown location, this correspondxfa; = 0.5 for the experiment ang/c; = 0.3 for the computational
results assumming that the breakdown occurs close to/the= 0.6 location.
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(@) PIV,a =25.9°, Re=3x 1(° (b) CFDa = 26°, Re= 2 x 1(P

Figure 3.47: Comparison betweerelocity contours for experimental PIV and computatioealits foiM = 0.80
on a slice ak/c, = 0.5.

From the comparisons of the non-dimensionalelocity contours, a number of observations may be made. It
is clear that the location of the vortex core is very différeatween the computational and experimental results,
however this is likely to be due to the proximity of the congdidnal slice to the apex of the wing as further
downstream the vortex would lift further from the wing swda However, the shape of the vortical system is the
same, with a very elongated primary vortex clear for botk sétesults. Considering the vortex core properties,
from the experimental data at three pre-breakdown PIV glaitevas found that the velocity corresponds to
1.962 atx/c; = 0.5, 1870 atx/c, = 0.55 and 1522 atx/c; = 0.6. Although the maximum velocity found from
the measurement planes i9@&2, it is likely that the actual maximum velocity will be ¢gar. This is evident
from Figure 3.48, which plots these three points along sidevelocity behaviour of the computational results.
The maximumu velocity for the computational results correspondsute: 1.88, which is slightly lower than
the maximum experimental value. Therefore, it is likelytttiee axial flow behaviour is under-predicted in the
computational solutions.
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Figure 3.48:u velocity through vortex core for computational results pamed to experimental PIV data for
M =0.80,a = 26°

Returning to the issue of the secondary vortex breakdowalwbécurs for the pre-breakdown casexat 18.5°

and was initially mention in Section 3.4. The location ofthreakdown, is clear from Figure 3.9 and corresponds
to x/c; = 0.86. It is evident from the location and interaction of the ct®in the flow with the primary vortex,
shown in Figure 3.41, that this location coincides with amalrshock at the primary vortex core and with a normal
shock that the symmetry plane. Due to this, it may be sugdéséd a phenomenon similar to that described above
for the primary vortex breakdown is the cause of the unusahbbiour. From Figure 3.41 it is found that this
shock has a strength &/P; = 1.28, and although it has been found that this shock interaitksthe primary
vortex, it does not cause vortex breakdown. However, therstary vortex does not have as high an axial velocity
and therefore strength as the primary vortex. Therefora sifiock/vortex interaction occurs, it is likely that the
secondary vortex cannot recover downstream and vortexdtoga occurs.

3.8 Discussion

Having considered the mechanisms which cause vortex bogaktb occur on the wing, it is possible to return
to the issue of the discrepancies between the CFD and exgetahresults. It was found from the experimental
data used in this study that vortex breakdown jumps abrdifitip a location downstream of the trailing edge to a
location upstream on the wing for a small increases in imxde Indeed from the results summarised in Table 3.4,
it is clear that the flow seems to go from full vortical flow otbBe whole wing surface to breakdown occurring
close to thex/c, = 0.6 location in a one degree increase.
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Figure 3.49: Vortex breakdown location for both computadicand experimental results

The location of vortex breakdown with incidence is plottadrigure 3.49 which also shows similar results for
EADS-MAS solutions and comparisons to available expertalatata. For the experimental data, the exact loca-
tion of vortex breakdown is not known, however from the scefpressure coefficient distributions the approximate
locations could be determined. From this plot it is cleat tha behaviour of the onset of vortex breakdown is very
similar for both the CFD and experiment, however the angleéth this occurs varies. With further consideration
of the literature it was found that there is a large spreadbfas for this critical angle. These are detailed in Table
3.6 below. It is quite clear from all these results that thioal onset angles for vortex breakdown over the wings
for current CFD solutions are consistently earlier thartiermajority of the experimental results.
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Source Type Conditions A
Elsenaar and Hoeijmakers [18] exp.M = 0.85,Re= 9 x 10° 23
Houtmann and Bannink [129]  exp. M = 0.85,Re= 3.6 x 10° 20°
Chu and Luckring [20] exp. M =0.799,Re=6x 10° 26.6°

exp. M =0.831,Re=6x10° 24.6°
” exp. M =0.851,Re=6x10° 24.6°
” exp. M =0.871,Re=6x10° 24.7°

” exp. M=09,Re=6x10° 22.6°

” exp. M=0.849,Re=116x10° 24°
Longo [121] CFD M =0.8, Inviscid 25
Glasgow CFD M =0.85Re=6x10° 20°
EADS-MAS CFD M =0.85Re=6x10° 21°

Table 3.6: Critical incidence for transonic vortex breakddo be found on 65delta wings

To explain this difference, further consideration is nektbethe discussion given above considering a critical limit
for breakdown to occur dependent on the vortex core streamgdhthe strength and locations of the shockwaves in
the flow. As shown, with an increase in incidence the strenfthe shocks in the flow increases, most likely as a
response to the increased acceleration of the flow over thg surface. Similarly, the axial velocity in the vortex
core increases and it has been shown that there is a critlegionship between these quantities which results in
breakdown for a critical incidence. To change the angle athviortex breakdown occurs, it will be necessary to
have a change in either one of these parameters. For exanitfl@n increase in vortex intensity and therefore a
decrease in axial velocity or an increase in tangentialoigldhe strength of the shock needed to cause breakdown
will decrease and breakdown will occur earlier on the wing.

From the results detailed in the previous section, it mayuggested that two factors are causing the early predic-
tion of breakdown on the wing. These are an under-predicidne axial velocity, which results in a vortex more
susceptible to breakdown and an over-prediction of thegtheof the shocks within the flow. From consideration
of the effects of a number of flow parameters, it appears iegit predictions are not greatly effected by grid struc-
ture, turbulence model, convergence or time accuracy. Thetef grid refinement was also considered, which
also concluded that the overall refinement of the grid hdle léffect on the solution. However, this study did
not consider localised refinement, particularly in the e®itore region. Despite continuing improvement in CFD
codes, turbulence models and practises, prediction ofdiexcore behaviour and axial flow is still a challenge.
There have been a number of collaborations and investigatitnich have considered the vortical flows over delta
wings, which have also generally predicted the flow behawall, however the axial velocity is almost always
much lower than that found from experiments. This is alse far this case and may be attributed to the abilities
of turbulence modelling and restrictions in grid refinemfemtthe core region. To fully resolve the vortex core
behaviour it would be necessary to have similar refinemeist agplied to boundary layer regions. It is unclear at
this time whether an improvement in vortex core axial valoaiould alter the predicted strength of the shocks in
the flow, however, if the shock strength remained constaiti, an increase in axial velocity, it may be suggested
that the angle of incidence at which breakdown occurred dvimdrease.

3.9 Conclusions

The behaviour of transonic delta wing flows and the abilityC#D to predict these flows was considered in this
chapter. To consider this, two angles of incidence were uéech corresponded to solutions which predicted pre-
and post-breakdown flows. The initial analysis showed that@FD solutions predicted the behaviour over the
wing very well for the pre-breakdown flow, however the higbidtence showed a discrepancy with the experimen-
tal results. Where the experiment was exhibiting a fulleeitb the trailing edge, the CFD solution was predicting
breakdown to occur. However, it was found that breakdowmied on the wing for the next experimental data
point and from comparison of the CFD results with this datagis found that the CFD solutions gave good agree-
ment. Therefore, it was concluded that the flow behaviour pvagicted well but that the critical incidence for
breakdown was not well predicted.

A number of transonic flow features were determined fromyaislof the solutions, particularly the occurrence
of a complex cross-flow shock system and the abrupt behasforartex breakdown. However, more experimen-
tal data, particularly considering the off-surface flow &ebur, is needed to both confirm the existence of these
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shocks and to further validate the flow solutions.

A thorough sensitivity study was carried out to determireéffect of a number of computational factors on the

flow behaviour. These factors included turbulence modeltianel accuracy. However, it was found that although

the flow was affected by these factors, the influence was smndlthere was no effect on the onset of breakdown
on the wing.

The mechanisms which determine the behaviour of transamtex breakdown were shown to be highly complex
and are dependent on the vortex core strength and the strandtlocation of the shocks in the flow. Through
consideration of computational solutions, a means to aealye influence of each of these parameters was estab-
lished and it has been shown that a relationship must existhadescribes the critical limit for vortex breakdown

to occur. Further research is needed, both experimentat@mgutational, to confirm the behaviour of this rela-
tionship and to allow for further analysis of the criticahit of shock/vortex interactions for delta wing flows.

It was concluded from the discussion of the shock/vortegraattion and the presence of a limit for breakdown
that further work is needed to consider the prediction ofvibrtex core axial velocity and shock strengths in order
to accurately capture the onset of the breakdown behawviatorparison to the experimental data. However, the
predictions of the flow behaviour were found to be otherwidecpiate.



Chapter 4

Application of DES to Delta Wing Vortical
Flows

4.1 Introduction

The flow over a delta wing is dominated by the leading edgecest As the angle of incidence is increased the
vortices become unstable and vortex breakdown can occutlowgving. This flow is found to be highly unsteady.
For aeroelastic behaviour, such as buffet, of existing gonditions, it is clear that understanding the behaviour of
unsteady forcing is crucial to allow the alleviation of atsustural response, which may exist. This is potentially
important for complex fighter configurations such as the Eigiater and is compounded by the emergence of new
UAV and UCAV technologies, which are tending toward planfsrwhere unsteady vortical flows play a large
role. This means that the need for a more complete undeistantithe unsteady behaviour of vortical flows is
becoming increasingly important.

To date, there has already been a great deal of researchy hdsaconsidered the unsteady behaviour of this flow
and what is generally known was discussed in a summary oftérature given in Chapter 1. From this research,

it is clear that the unsteady behaviour of the vortical flomeasnplex, with a large number of flow phenomenon
existing and interacting, over and downstream of the wingese flow phenomenon include the helical mode
instability of vortex breakdown, vortex wandering, vortieseakdown oscillations and shear layer instabilities.
From consideration of the literature available, the frefues associated with these phenomenon were considered
and summarised in Table 1.2. From this condensation of thidede data, patterns emerge relating the order and
size of the non-dimensional frequencies for these flow featurhis is summarised further in Table 4.1.

Phenomenon Strouhal Number

Helical Mode Instability 1-2

Shear Layer Instabilities 8 - 10 and higher frequencies
Vortex Shedding - T.E ~8

Vortex Shedding - higl 0.2-0.5

Vortex Breakdown Oscillation 0.01-0.08

Table 4.1: Frequencies corresponding to important ungtieedures of vortical flows

It was found that other dominant frequencies also featurdtie literature, which were not clearly attributed to
specific phenomenon. These a&t—= 2.5 - 4, 5— 6 and the higher frequencies 20. It is possible that these
frequencies also correspond to the phenomenon detaileg abowever further investigation is needed. It is also
important to note, that there may be more than one dominagquiémcy associated with a particular phenomenon,
due to the complexity of the unsteady behaviour. For exangblear layer instabilities will have at least two
associated frequencies, this is due to the rolling up of tieaslayer into discrete subvortices, which will have a
frequency of rotation and also due to the movement of thesetates around the vortex core. It may be difficult to
separate these frequencies within a single solution, hervigynay help to explain the spread of data and dominant
frequencies assigned to particular flow features.

To allow for further understanding, these phenomena caplitérgo two categories, those which occur upstream

of breakdown and those occurring downstream. This is showkigure 4.1. Splitting the flow features in this
way allows for an appreciation of which features will donteadepending on where vortex breakdown occurs

90
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on the wing. For breakdown close to the trailing edge, itkslii that the shear layer attachment and shear layer
instabilities would dominant the flow, however as the bremkamoves upstream, it is likely that the helical mode
instability may dominate the frequency content. This wilimportant when considering the frequency content of
the results at specific regions in the flow and looking at th& Behaviour overall - particularly when considering
the unsteady loading on the wing.

Shear Layer
Instabilities Vortex Breakdown

Location Oscillation

Rotation , ( Helical Mode
Instability

Shear Layer
Reattachment

Vortex Shedding

(a) Upstream (b) Downstream

Figure 4.1: Schematic diagrams showing flow topology upstrand downstream of vortex breakdown

Accurately predicting this complex flow is a challenge fommarical methods. In recent times the capabilities
of CFD solvers have improved, with more complex turbulenceletling and treatments being utilised. One such
method is DES, which is a hybrid URANS/LES turbulence tresinThis model was proposed initially by Spalart
[171] to reduce the fine resolution of the grid in the boundaygr region needed for high Reynolds number LES
calculations and is described in detail in Chapter 2. With tfteatment many of the smaller turbulent scales can
be captured, which has led to a greater ability to predictenamd more complex flow behaviour accurately. This
has been shown from existing DES calculations on delta weagreetries [30, 161, 164] using unstructured grids,
mostly carried out by the United States Air Force AcademyABS). Therefore, the use of DES for this type of
flow using structured grids will be considered.

This chapter considers the results of an investigationyapgpIDES to the unsteady vortical flow over a slender

delta wing. The test case will be outlined, with the compatetl set up and grid generation discussed. The effect
of the temporal and spatial refinement on the DES resultshgiltonsidered before the application of DES and

the resolution of the LES region is analysed. The final reswill then be compared to existing DES results and

validated against experiment before the results are discusnd conclusions made.

4.2 Summary of Test Case

The test case chosen for this investigation is @d#lta wing at an incidence of = 27°. Vortex breakdown occurs
over the wing and there is an extensive database of expetahtiia, both time-averaged and unsteady for valida-
tion purposes. There is also a considerable database ofutatigmal results available for this configuration using
both URANS and DES turbulence models [23, 24, 29, 30, 70, I@&, 144, 161, 165, 187, 196] from the NATO
RTO Task group AVT-080 which considerédortex Breakdown over Slender Wing§197]. The experimental
data is taken from the PhD thesis by Mitchell [13] and assedipapers [81, 99, 100, 162, 197]. The experiments
were carried out in ONERA's F2 and S2Ch subsonic wind tunwils a wide range of experimental techniques
used to elucidate the flow features and create a large databagperimental results. These techniques include:
3D Laser Doppler Anemometry (LDV), Particle Image VeloctmeP1V), Laser tomoscopy, Surface oil flow vi-
sualisation and data from both steady and unsteady presanselucers (Kulitéd).

The wing used in the experiments has a root chord length ah@&ind a sweep angle of 70t has flat upper and
lower surfaces with a P5bevel at the leading edge. The trailing edge is blunt withiektless of 2éhm These
details are shown in Figure 4.2. The experimental test d¢immdi used by Mitchell were: an incidencemt= 27°,

Us = 24ms™1, which corresponds to a Mach numbeidf= 0.069 and a Reynolds number based on the root chord
of Re= 1.56 x 10°. To help with the convergence of the compressible flow sptherMach number used for the
investigation was raised td = 0.2, which gives a free-stream velocity 0f, = 68ms . As this Mach number

is still relatively low, this should not have a significanfesft on the solution as compressibility effects will be
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negligible. All non-dimensional frequency data calcuteter the computational results in this investigation will
use this altered free-stream velocity, to allow fair conigzar with the experimental data.

70°

L =950
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! 691.5 j

Figure 4.2: 70 ONERA geometry (all distances marked are in mm) [13]

This test case is also used for the investigation into théopaance of URANS turbulence models for unsteady
vortical flow prediction in the following chapter and as stich grids generated for the DES calculations were also
used for this work. All grids used and the computational gedithe calculations for both investigations will be
detailed in this chapter and will not be repeated in latetiges.

4.2.1 Grid Generation

As stated in Chapter 3, there are a number of factors, whielngportant in the creation of grids for use in CFD
calculations. When creating a grid for use in a DES simufgtibese factors are compounded by the sensitivity
of the solution to both the spatial and temporal resolutibthe calculations. As stated previously, the solution
of the DES model is highly dependent on the maximum cell dsiem Amax = max Ay, Ay, Az, ), through its use
within the LES region as a spatial filter. For a URANS caldolat the aim of grid refinement is numerical accu-
racy, however, for LES the refinement of the grid determihedével of the sub-grid scale model, which in turn
determines the smallest resolved eddies in the flow. Thimm#at for the LES region, the maximum cell size
determines the range of scales which are subject to mogedither than prediction by the conservation laws. This
value also determines the size of the URANS region closedaviil. For an optimum DES calculation, the grid
cells should be orthogonal, ideally cubic, particularithin the regions of interest and at the interface between
the URANS and LES zones [177]. Attempting to create a suffityerefined structured grid with uniform cubic
cells in all regions of interest is impractical for delta wigeometries as the required size of the grid would be too
computationally expensive to run. However, achieving agtinality is not difficult for this type of grid and only
requires a suitable grid topology to reduce the presencelb$kewness, and allow an even distribution of points
within the regions of interest. As the physical accuracyhefDES model is dependent on small cell sizes, it would
seem prudent to refine the grid as much as is practical.

With an increase in spatial refinement comes a need for temhpefinement. This further increases the com-
putational expense, which can be prohibitive to allowing tomputation of a fully optimised solution. Further

discussion of temporal dependency will be given in a latetiee. Grid refinement in the spanwise direction at
the leading edge is still important for the URANS zone towlthe accurate prediction of the flow separation and
shear layer region within the boundary layer. As these gnidgo be used for both DES and URANS calculations,
it is important to consider the needs of each type of turleddreatment in the creation of the grids.

To create the structured multi-block grid, tteEMCFD mesh generation packagdexawas used. The trailing
edge wing geometry was altered to include & bBvel, similar to the leading edges. A semi-span H-H grid
topology with no sting arrangement was used, which setsritidence of the wing to Z7in the grid. The grid
also uses a “collapsed apex” blocking strategy, where the®df the blocks in the wing apex region have been
collapsed to create a singular point. An example of the blackopology is shown in Figure 4.3. Convergence
problems associated with the singularity were again, dsglt by using laminar flow at the apex and fixing
transition to turbulence at a constant streamwise locatidhe grid, which will be discussed in a later section.
As for the VFE-2 grids, the far field was definedc2@h each direction from the wing apex to minimise the effect
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of the boundaries on the flow. This grid topology has been gsedessfully in a number of investigations using
RANS turbulence models by Allan [144, 198, 199].

Figure 4.3: Grid topology of H-H grids used in investigation

Using one of the grids created by Allan as a starting point, gnids were created with differing levels of refine-
ment, coarse and fine. Both grids have a first wall spacing>ofL0c,, which corresponds to y" value of
approximately 0.1 and a stretching ratio, within the boumdiyer region, of 1.2. Thg* value is sufficient for the
Reynolds number used in this investigation and the stnedctdtio is within the recommended range for adequate
log-layer resolution suggested for RANS calculations bgl&gh [177]. Examples of the grid refinementin a plane
perpendicular to the wing surface and the freestream flogction at a locatiox/c; = 0.63 are shown in Figure
4.4. This shows the relative refinement, particularly ckoshe leading edge and in the boundary layer region. The
fine grid has a higher concentration of points in these regiban the coarse grid and also has a much improved
orthogonality over the whole area of interest close to thegwil his is demonstrated further by Figure 4.5 which
shows the grid distribution on the symmetry plane.

A third grid was also created for the DES calculations, tosider the effect of refinement in the trailing edge
region on the upstream vortical flow. This grid was based erfitte grid with the same distribution of points over
the wing. However, in the region downstream of the trailidge more grid points were added and the stretching
ratio was decreased to improve the refinement in this rediagure 4.6 shows the grid refinement at the trailing
edge for the two grids. The effect of this refinement on the D&silts will be discussed in a later section. A
summary of the main features, including the number of gridtsamver the wing in each direction, for each grid is
given in Table 4.2.

No. of Grid Points on Wing

Type Grid Size Streamwise Spanwise Normal
Coarse 3,969,310 102 80 89
Fine 7,767,081 167 112 107
Fine - Refined TE 8,768,970 167 112 107

Table 4.2: Summary of main features of grids used in DES andN&Rinvestigations

As this study considers DES calculations, it is importartiécable to consider the active LES and URANS areas
within the grid structure. As part of the DES formulation timmportant grid parameters are calculated, the distance
from the wall,dmin and the maximum cell lengBoeAmax at each cell location. The relationship between these
variables in the DES implementation was used to create a degympeter, which demonstrates the distribution of
the two turbulence treatments. Whekg, > CoesAmax the flag is set to 1.0 and LES is active in that region and
similarly wheredmin < CoesAmax it is set to 0.0, and the URANS model is active. Based on tiptagation of the
DES model given in Section 2.4.5, it is expected that the RANSlel is only active within the boundary layer
region, close to the wing surface i.e. where the valudgf is less tharCoesAmax  Figure 4.7 shows contours
of the flag parameter on a slice»atc, = 0.63 and through the vortex core region at a consydat= 0.7 for the

fine grid. These show two contour regions denoted by red ameihgivhich signify the LES and URANS regions,
respectively. It is clear from these plots that the regiowlmch URANS is active is very small, close to the wing
surface. Thus, LES is active for the majority of the regiorevehwortical flow occurs.
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(b) Fine grid

(@) Coarse grid

Figure 4.4: Comparison of grid refinementxdt, = 0.63 plane
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g 5: Comparison of overall grid refinement at symgnplane for coarse and fine grid
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0.3 0.2 0.1 0
yle,

(@) x/c; =0.63 (b) y/s=0.7

Figure 4.7: DES active area for fine grid; red denotes LESreghd green shows URANS region.

4.2.2 Transition Treatment

The location of the transition between laminar and turbufles must be specified for these calculations. Ideally,
this would be a location which would correspond to the nataasition line or to the line of a forced transition
in the experiment. In the computational investigationiealrput by Mortoret al. [30], time-accurate calculations
were performed for this test case using the SA-DES model.flblaeconditions were as described above and the
investigation was carried out on a series of unstructureshe®with varying refinement. A grid of approximately
2.4 x 10° grid points, locally refined in the region of the vortex congs initially used and the flow was fully
turbulent over the wing at the start of the investigationoTvansition locations were considered and compared to
the experimental surface flow visualisations from Mitclsghvestigation [13]. In the experiment, Mitchell noted
that there was an inflection of the secondary separatioratiapproximately/c; = 0.4, which would suggest the
transition from laminar to turbulent flow at this point. Howeg, no details of transition inboard of this location
were given. From Morton’s study, it was determined that tieation of transition had quite a significant effect
on the flow behaviour. However, from comparison with the expental results it was concluded that a constant
transition line situated at/c, = 0.4 gave the most accurate results.

Based on this investigation and the experimental resuies]dcation of a transition line was setxce= 0.4 for
all calculations. This value of transition corresponds tealie ofx/c, = 0.35914 on the wing upper surface.
It was felt that this slight upstream shift of transition quaned to the DES results of Morton is not likely to
affect the validity solutions significantly as the actugbesmental transition is still largely unknown. No further
investigation into transition will be given in this study.

4.2.3 Probe Application

In Mitchell's investigation a series of 17 Kulit® unsteady pressure transducers was used to consider teadyst
behaviour of the flow. These sensors were situated at the shardwise stations as the time averaged data was
obtained, at constant non-dimensional spanwise locatbatails of the locations of each probe, and its number,
are given in Table 4.3. The unsteady data was obtained frdhsdfiples taken at a frequency otz over 2
seconds, which corresponds to a non-dimensional samglefAtr = 0.0051.

Probe Location Probe Location Probe Location Probe Location
X/c y/s X/ y/s X/ y/s X/ y/s
1. 0.84 0.7 5. 0.74 0.75 10. 0.63 0.7 14, 0.53 0.7
2. 0.84 0.65 6. 0.74 0.7 11. 0.63 0.65 15. 0.53 0.65
3. 0.84 0.6 7. 0.74 0.65 12. 0.63 0.6 16. 0.53 0.6
4, 0.84 05 8. 0.74 0.6 13. 0.63 0.5 17. 053 05

9. 0.74 05

Table 4.3: Experimental unsteady pressure probe locations

To compare with these locations and to consider the pratiintsteady behaviour, point probes were applied to
the computational domain for these calculations. At theseuof the investigation, it was not known where the
regions of interest lay for this case and so a large numberadifgs were applied, both upstream and downstream
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of vortex breakdown. Probes were placed on constant cheedwcationsx/c; = 0.1, 0.2, 0.4, 0.53, 063, 074,
0.84 and 10. Additional probes were also added, at a later stage, tsidernthe behaviour of the flow downstream
of the trailing edge ak/c; = 1.1, 12 and 13 In the spanwise direction, the probes were placeyg)/ svalues

of 0 - 1.1 at Q1 intervals and normal to the wing the points were situaterf at= 0, 0.001,0005, Q01, 002,
0.04, 008, 01, 0.15, 02 and 04. The spanwise and streamwise locations of the probes Wesen to coincide
with the positions used in Mitchell’'s experiments [13] déised above. In total, 1496 probes were placed for this
investigation. Schematics showing the majority of the prpbsitions are given in Figure 4.8.
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Figure 4.8: Positions of probes for TONERA wing

The resulting signals from all the probes are collected iers of files which are processed using a custom-made
programProbe Analysecreated using Matlab. Details of this process were discliss€hapter 2 and the theory
behind the analyses are explained in Appendix B.

As discussed, there are two important numerical paramiet@erforming good DES calculations, the grid refine-
ment and the time step size. Each will be considered sepatstore the validity and applicability of DES to
delta wing vortical flows will be considered.

4.3 Effect of Time Step Refinement

The effect of temporal refinement is initially considerethgghe fine grid for three non-dimensional time steps
with increasing refinement. These d@e = 0.01, 0005 and 00025. Each calculation was run for a similar total
time, which meant that the number of time steps used for thogiledion increased as the time step was decreased.
From the calculations, a number of instantaneous domamdihel the time histories of the probe files were ob-
tained. These files will allow a comparison of the flow behavior each time step used as described in Section 2.7.

As mentioned in the previous section, a large number of plotetions were specified within the flow domain
above the wing surface. To simplify and reduce the amounat# dnalysed, five probes were considered through
the vortex core region. These probes sit at a constant hightthe wing surfacez/c, = 0.1, on the plane at

a constany/s station of 07. The five probe locations chosen occur at chordwise s&atbér/c, = 0.53, 063,
0.74, 084 and 100. Figure 4.9 shows these probes with instantaneous faassrofx vorticity for the At = 0.01
solution as an example. This shows the behaviour of the xagkative to the probe locations. The relative
locations of the vortex and the probes are similar for theotivo solutions.
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Figure 4.9: Isosurfaces afvorticity coloured by pressure coefficient showing instar@ous vortex core behaviour
at T = 50 with core probe locations marked fivr = 0.01

Initially, the mean location of vortex breakdown was obégirior each solution by considering the flow domain
output files at every full non-dimensional time periad; 1, 2... etc. This effectively allowed a sample of the flow
behaviour at every 100, 200 and 400 time steps fofthe 0.01, 0005 and 00025 calculations, respectively. This
provides a low sample rate, however for the purpose of caticig the mean location this was deemed sufficient.
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From this analysis it was found that the mean breakdown ilmeatiffered slightly for each case, occurring at
x/¢ = 0.88 forAt = 0.01,x/c; = 0.84 forAt = 0.005 andx/c; = 0.85 forAt = 0.0025. Initially, it was proposed
that these differences may be due to the sample rate of tesanas it was not expected that the time step should
have a significant effect on the mean flow behaviour.

To consider this further, the mean and RMS velocity comptswerre calculated for each of the probe locations.
The results of this analysis are shown in Figure 4.10. Itidexvt from this figure that changing the time step does
indeed have an effect on the predicted flow. However, withetkeeption of thawv velocity, it is found that this
mostly occurs in the region close to breakdown. Forulaadv velocities, aix/c; = 0.53 and 063 the predicted
values are all in very good agreement and do not appear tofdetead by temporal resolution. As the region of
breakdown is approached, the difference between the ciasstep At = 0.01 and the other solutions increases,
however there is little difference between the finer time si@utions. The behaviour of thevelocity is different,
with a larger difference between all the solutions beingicl€or all locations there is a decrease in the velocity in
the normal direction for thAt = 0.0025 solution compared to the other time steps. This isqudatily interesting

as the agreement between the= 0.005 andAt = 0.0025 solutions is good for the other velocity components.
However, this may be due to an inboard shift of the vortex dorehis case, particularly as the RMS velocity
values are similar. Closer to the breakdown regior/at = 0.84, the differences in the mean flow increases for
all velocity components.

Considering the meamvelocities with respect to the mean location of breakdowentioned above and it is clear
that the breakdown location for tlier = 0.005 andAt = 0.0025 solutions may in fact be the same. However, the
breakdown location for the coarse time step solution isrid¢arther downstream. Therefore, it is clear that the
temporal refinement does have an effect on the location ofdtex breakdown in the flow. It is possible that this
is due to the relative resolution and inter-dependency efithne step and grid refinement discussed previously.
Particularly, as the RMS velocities in this region are veémilar for each of the solutions. However, it is evident
that the mean behaviour of tiha = 0.005 andAt = 0.0025 is very similar and therefore, it may be suggested that
convergence of the time step has occurred.
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Figure 4.10: Mean and RMS behaviour of non-dimensionalciBi@omponents at five probe locations through
vortex core region for each solution of the time step study

Figure 4.11 shows a slice through the vortex core regigyysit= 0.7 with instantaneous contours piorticity
for each of the solutions. From these plots it is clear thapde some differences in the mean flow behaviour the



CHAPTER 4. APPLICATION OF DES TO DELTA WING VORTICAL FLOWS 98

instantaneous behaviour is similar. The location of theesxobreakdown is close and the winding of the vortex
core in the breakdown region is comparable. To compare theady behaviour, a single probe above the trailing
edge on the vortex core plane is considered for each solufiba time history of each velocity component was
considered and a PSD analysis of the signal was performeziteRults of this analysis are shown in Figure 4.12.
At this location it is found from the time trace that the arpdie of the signals are very similar. However, it
is clear that the signal behaviour is different, particiyldine signal from theAt = 0.01 solution which clearly
exhibits a lower frequency oscillation that the other twgnsils. From the PSD analysis of these results, the
dominant frequencies are determined and again the diffesebetween the coarse time step and the other results
is striking. Both theAt = 0.005 and 00025 results show the dominant frequency to occur at apprabely
St= 3.25. However, forAt = 0.01 this is lower at approximatelgt= 2.25. Similarly for the lower dominant
frequency in the signals, the signal #br = 0.01 exhibits a frequency lower than the pealSat 0.07 found for

the other two results. The agreement betweer\the: 0.005 and 00025 unsteady behaviour is, again, very good,
further suggesting that the time step has converged.
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Figure 4.11: Instantaneous contourg/abrticity on a slice through the vortex core regiorrat 50
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To consider the appropriate time step for use in the DES Eslouas for this grid, the time step guide recommended
by Spalart [177] was used. This uses the nominal grid sizkdamégion of interest to define a guideline time step
for a particular grid and was discussed in Section 2.6 andhel@éfoy Equation 2.91. From Figure 4.13, which
shows the values dfnax On a plane at the trailing edge on the fine grid, it is clear thatnominal value in the
region of interest is approximately 0.0055. Assuming thaix= 2.5, the guideline time step can be calculated as
At = 0.0022. Based on this analysis and the results of the compariEdhe unsteady behaviour detailed in this
section it is concluded that the most suitable time step $erwith this grid isAtT = 0.0025. From consideration
of the time step calculations in Section 2.6, this shouldespond to a maximum non-dimensional frequency of
approximatelyst= 40.
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Figure 4.13:Amaxof fine grid on slice at trailing edge/c, = 1.00

4.4 Effect of Grid Refinement

From the fine grid results detailed for the time step studyais noted that the flow behaviour and small scale flow
structures appeared to dissipated too soon beyond thagradge. It was supposed that this was likely to be due to
the large stretching ratio of the grid points in this regidn.investigate this, a grid was created which had greater
refinement in this region as shown in Figure 4.6 and desciib8eéction 4.2.1. The grid was created from the fine
grid and as such the maximum cell dimensions upstream ofdliiang edge is the same for both grids as shown
in Figure 4.14. However, for the new grid, this refined regias extended further downstream by improved grid
refinement in the streamwise direction. This grid will beereéd to as the “Refined TE Grid”. A calculation was
performed for this new grid using a non-dimensional time stBAT = 0.0025 and the results were compared to
the fine grid results, with the same time step, detailed irptiegious section.
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Figure 4.14: Contours dfnhax0n a slice through the vortex core for both grids used in gefthement study

A similar analysis to that conducted for the time step studswerformed to consider the effect of the grid
refinement at the trailing edge. However, a further threbgsavere considered downstream of the trailing edge to
determine any changes in the flow at this location. Thesegsrelh along the same plane as the probes described
previously at streamwise stationsxfc, = 1.1, 12 and 13 and were analysed in the same way. The location of
the probes in the trailing edge region is shown in Figure Anliich shows instantaneous contoursyaforticity



CHAPTER 4. APPLICATION OF DES TO DELTA WING VORTICAL FLOWS 100

for each grid through the vortex core region at the trailidge= This figure highlights the relative behaviour of
the wake region for each of the grids, with the vortex breakucegion being clear. It is apparent that the wake
is swept in the direction of the freestream, which is upwaothfthe wing surface. Thus, a fourth probe will also
be considered which sits at a central location within theevadgion atx/c; = 1.2 andz/c; = 0.2. This is also
shown in Figure 4.15 and will be compared to the probe at Hikrtg edgez/c; = 0.1. From analysis of multiple
instantaneous flow domain data files for each solution, itfewasd that the mean locations of vortex breakdown
were very similar. This location is approximatedyc, = 0.86 for the Refined TE grid solution.

(a) Fine Grid (b) Refined TE Grid

Figure 4.15: Contours of instantaneguegorticity on a slice through the vortex core for the fine anfinexd TE
grid att =50
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Figure 4.16: Mean and RMS behaviour of non-dimensionalarglaomponents at eight probe locations through
vortex core region for the fine and refined TE grids

The mean and RMS velocity components for the probes thrdugkdrtex core region are shown in Figure 4.16.
From analysis of these plots, it is clear that the mean vgldehaviour at each of the probe locations both up-
stream and downstream of the trailing edge are very similathfe two grids. Due to the slight difference in the
mean breakdown locations determined from the instantan@onain files as described previously, there are some
differences between the solutions close to the breakdowatitin. This is the case for all velocity components,
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Figure 4.17: Unsteady behaviour of non-dimensional vefamdmponents shown by time histories and PSD fre-
quency plots for the probe a&fc, = 1.00,z/c; = 0.1 for the fine and refined TE grids
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Figure 4.18: Unsteady behaviour of non-dimensional vgfammponents shown by time histories and PSD fre-
quency plots for the probe afc; = 1.2,z/c, = 0.2 for the fine and refined TE grids
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however, these differences are not significant. Downstieghe wake region, the agreement is very good and al-
though there is a slight difference in meawelocity atx/c; = 1.2 overall the flow behaviour is very similar. These
slight differences may be due to differences in the locatibtine probes in relation to the mean post-breakdown
flow. The RMS velocities are also in very good agreement bptiiraam and downstream of breakdown. Down-
stream of the trailing edge, as the flow returns to freestre@amditions beyond the wake, the RMS velocities tend
to zero and the unsteady behaviour disappears.

Consideration of the unsteady behaviour on the two gridditained from analysis of the probe signals at the
trailing edge and within the wake, as specified previouslye Time histories and PSD analyses of the velocity
components at the trailing edge probe are shown in Figuieé #rbm the time histories, it is evident that the mean
and amplitude of the signals from the two solutions are vénjlar, which is in agreement with the mean and
RMS plots discussed above. From consideration of the fregueontent of the signals, evidence of the similarity
of the two solutions is clear. All the dominant frequenciéshe flow identified in the previous section, for this
location on the fine grid, are captured in the Refined TE gridtem. The agreement is good for both frequency
and magnitude. Therefore, it may be concluded that at thegion and upstream, over the wing, the trailing edge
refinement has little effect on both the mean and unsteadsvmlr of the flow.

To consider the effect of the refinement on the unsteady betafurther within the wake region, the time his-
tories and PSD analyses for the probeat, = 1.2, z/c; = 0.2 are shown in Figure 4.18. The time histories of
each velocity component show that the refined TE grid prea@idarger amplitude than the fine grid, however the
mean values appear to be similar. Also clear from the tim®hés for the refined TE grid is that there appears
to be more fluctuations at higher frequencies. This is comfiffnom the PSD analysis which shows more energy
occurring at frequencies in the ran§é= 8 — 10 for all the velocity components. Also present in thandw
velocities for this solution, is a second dominant pea8tat 2, which has similar energy to tt#&t = 3.25 peak.
This frequency content is suggested by the fine grid resuttsmot well defined. Therefore, it is evident that the
trailing edge refinement has an effect on the unsteady bedaof the flow within the wake. However, this does
not have an upstream effect on the flow over the wing and onrtrakidown location. Itis clear that the streamwise
refinement of the grid does allow some higher frequency caritebe predicted, however this is still lower than
would be expected for turbulence and from Figure 4.15 itésucthat any small scale structures in the flow still
dissipate quickly downstream of the trailing edge. Thisgrsggs that significantly more grid points are needed in
the trailing edge region to capture the frequencies aswatiaith turbulence. It may also be suggested that the
overall refinement should be considered in this region angusbin the streamwise direction.

From this investigation, it is clear that the trailing edgéimement and resolution of the near trailing edge wake
has little overall effect on the predicted unsteady behavid the flow upstream of the trailing edge, with only a
slight downstream shift in mean breakdown location beinghtb However, the resolution of higher frequencies
within the wake has been slightly improved. Therefore, &l improve the DES solution overall, with more
scales being resolved, it is concluded that the refined T rgsSults will be used for the remainder of the DES
investigation. However, throughout, it should be noted tha fine grid results are very similar.

u velocity
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Figure 4.19: Location of probes though vortex core regiomgared tou velocity contours at each streamwise
location
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4.5 Evaluation of LES Region

As mentioned above, the best available solution from the B &ulations was that obtained using the Refined TE
grid with a time step ofAT = 0.0025. Further analysis was performed on these results widemthe unsteady
behaviour of the flow and the ability of DES to predict this aebur.

4.5.1 Unsteady Behaviour of DES Solution

To consider the unsteady behaviour of the flow solution, Hmaesfive probes as used in Sections 4.3 and 4.4
are used. These are shown in Figure 4.19 relative to thexveyttem at each streamwise location. From this
Figure, it is clear that the probestc, = 0.53, 063 and 074 are upstream of vortex breakdown, with the probe
at x/c; = 0.53 sitting above the vortex core within the shear layer amb@s atx/c; = 0.63 and 074 close to

the vortex core. The probe afc, = 0.84 also sits within the vortex core and is found to be closééorhean
vortex breakdown location, which was found to occuxat, = 0.86. The probe ax/c, = 1.0 is downstream

of breakdown, below the vortex core winding. Keeping thesmations in mind, the velocity components were
analysed. This analysis was carried out by considering #srand RMS values at each location and by evaluating
the time histories and PSD frequency content of the sigrighe results of these analyses are shown in Figures
4.20 and 4.21 respectively.
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Figure 4.21: Unsteady behaviour of non-dimensional vejamdbmponents at probes through vortex core region
shown by time histories and PSD frequency plots.
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At x/c, = 0.53, the time history ofi exhibits a relatively large amplitude periodic oscillatiwith a high frequency.
Closer to the vortex core afc; = 0.63 and 074, the signal oscillation becomes more irregular and thglitude
decreases significantly. This reduction in amplitude isstsiant with the reduction of the RMS values given in
Figure 4.20 for these locations. &fc; = 0.84, the time history changes significantly from the upstrgaabes,
with a high amplitude, low frequency oscillation being ¢le@his also coincides with a large increase in RMS
velocity, however the mean velocity has decreased. The meanity at this location is positive. However, from
the time history it is evident that the flow does reverse aatittheakdown crosses the probe location. Downstream
of the breakdown location the amplitude decreases and a peoiedic waveform returns. The mean velocity at
this point has only increased slightly compared toxfxe = 0.84 location, however the RMS value has decreased
and the flow does not recirculate in this region (theelocity does not become negative).

Considering the frequency content of ilneelocity signals given by the PSD plots, a number of domifranfuen-
cies at each of the probe locations is clear. The most dornfreuency found occurs for the probedt, = 0.84

at a non-dimensional frequency of approximat8ly= 0.07. Two other low frequencies are also apparent at
St~ 0.27 and 067 but there is little energy at higher frequencies at thiatimn. As vortex breakdown is found to
oscillate across this probe location, it may be suggestdtils phenomenon produces this low frequency. Due to
the energy in this low frequency being so large, the frequenatent of the other probes is unclear using the scale
of Figure 4.21. Therefore, Figure 4.22 shows the same PSDwito the x/c; = 0.84 signal removed. From this
plot, it is clear that ak/c; = 0.53, the high frequency content mentioned above corresgorfdsquencies in the
rangeSt= 4.5 — 6, with frequency content also presentits 9. Again, due to the location of this probe in the
shear layer, it may be suggested that these frequenciesate dhear layer instabilities and structures, such as the
Kelvin-Helmholtz instability. Downstream, close to thertex core, it is apparent that there is little energy in the
signal, however, with a further change in scale (not showis)found that ak/c; = 0.63 there is a weak presence
of the frequencies in the ran§= 4.5— 6 and aix/c; = 0.74 theSt= 0.07 frequency is weak but dominant similar
to the downstream probe gtc; = 0.84. Finally, downstream of breakdown, a new range of donifraquencies

is found. These occur in the ran§é= 3 — 3.5, with a dominant peak at approximat&y= 3.25. There are also
frequencies present at approximat8ly= 0.13 and in the rang8t=5— 6. These frequencies are most likely to
be connected to the upstream phenomena causing the freégsidiscussed for the other probes.
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Figure 4.22: PSD dfi velocity withx/c; = 0.84 probe signal removed for clarity of frequency conteneofaining
probes

To consider the behaviour in the spanwise directionytbemponent of velocity is considered. From Figure 4.19,
it is evident that the probes upstream of breakdown do na&xsittly on the vortex core axis. This is confirmed
from the mean velocity plot as thevelocity at each probe location does not have a zero mean.piidies at
x/¢ = 0.53, 063 and 074 sit above the vortex axis and the probexat; = 0.84 sits below. The vortex core
axis is crossed at approximatedyc, = 0.8. As the vortex core axis is approached the RMS levels dseredth

an increase occurring close to vortex breakdown. Downstrelabreakdown the RMS velocity decreases again.
This is also apparent from the relative amplitudes of theethistories shown in Figure 4.21(b). As before the
fluctuations ak/c, = 0.84 are greater than for the other probe locations with ancus/iow frequency content.
This frequency corresponds to that found for the streamwasacity, St~ 0.07, and shows that the vortex break-
down location also oscillates in the spanwise directionweler, unlike for the streamwise velocity there is also
a higher frequency range present in the sign@tat 3— 3.5. Which corresponds to the frequency identified as
being caused by the vortex core winding downstream of br@akd Therefore, it may be suggested that the helical
winding mode causes a spanwise motion of the vortex core ¢mbreakdown. Ak/c, = 0.53, the amplitude

of the signal is less than that found for the streamwise Wgldwowever the frequency content is similar with the
dominant frequencies occurring &t= 4.5— 6 andSt~ 9. The frequency content of the probexat, = 0.63
and Q74 is also very similar to the streamwise velocity plots, beer the power of the responseSit=4.5—6
increases at/c, = 0.63. Thus, the shear layer instabilities appear to have aegreffect on the vortex in the
spanwise direction. Downstream of breakdown, the behavtoagain comparable to the streamwise velocity,
although the strength of the signal is lower.
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Finally, the normaiv velocity is considered in the same way. Again, from the mesdaoaity plot it is evident that
only the probe ak/c; = 0.84 sits exactly on the vortex core axis due to its zero mearstrdam of this location
the probes sit inboard of the axis as the normal velocity ggmtiee at these locations. The behaviour of the RMS
velocity is very similar to the spanwise velocity as thelingi edge of the wing is approached. Considering the
time histories, it is evident that the amplitudes of the algrare comparable to those for the spanwise velocity.
However, the frequency content is, again, slightly différd=or the probe at/c; = 0.53, it was found that dom-
inant peaks occur &t~ 3 and 35 with the frequency abt= 4.5 becoming more prominent compared to the
other velocity components. There is also no peak founStat 9 for this case, suggesting that the shear layer
instabilities have no higher frequency normal componetitiaiocation. Overall it appears, that the frequencies in
thew velocity signal are lower than for the other components. Beiveam ak/c; = 0.63, there is also energy at
frequencies o6t=4.5— 5. At x/c; = 0.84, the most striking difference in the frequency contemypared to the
other velocity components is the disappearance of the lequiency peak &t= 0.07. This suggests that there is
no vertical motion of the vortex breakdown location. Howetiee dominant frequencies 8t= 3 — 3.5 are still
evident, caused by the rotation of the helical mode of breakdust downstream of this location. At the trailing
edge, this frequency is also found, with another dominatufency occurring é&t=5.5—6.

From this analysis, it is clear that there are a number oftifi@ble features, both upstream and downstream of the
breakdown location with relatively low frequencies. Upstm, the flow is dominated by a strong vortical system,
containing both primary and secondary vortices. Closedortittex core this flow exhibits only small fluctuations
and the influence of other flow phenomena is apparent. Wittenshear layer, evidence of shear layer roll up
instabilities, such as the Kelvin-Helmholtz type instapihave been found from the frequency dat&at 4.5— 6
and= 9. At breakdown, the flow is dominated by the motion of the kdeavn location which oscillates in
the streamwise and spanwise direction at a very low non-aineal frequency o6t= 0.07. Downstream of
breakdown, the helical mode instability is present and teguencies corresponding to its rotation and general
behaviour have been isolatest = 3 — 3.5, and specifically a dominant peak $tt= 3.25. A summary of the
frequencies determined for each flow feature is given inddb4 in a similar manner to Table 4.1.

Phenomenon Strouhal Number
Helical Mode Instability 3-35,325
Shear Layer Instabilities 8-6,~9
Vortex Breakdown Oscillation 07

Table 4.4: Frequencies corresponding to important ungtiegdures of vortical flows from unsteady DES results

It is in the post-breakdown flow where turbulent behaviowmipected to be found as the vortex breaks down and
loses its structure. However, from these results it is dieatrthe helical mode winding exhibits coherent periodic
behaviour, which suggests that it is not driven by turbufgmnomenon. In fact, all the phenomena described
above have been found to occur for a range of configuratiortetesled in Table 1.2, and none appear to be
dependent on turbulence within the flow. Further evidencthisfmay be obtained from the results of a highly
under resolved (both spatially and temporally) DES catouavhich was performed on the coarse grid described
in Section 4.2.1 using a time step®&f = 0.01. Using such a coarse calculation, it is not likely that small scale
fluctuations will be captured and indeed from the time histord PSD plot for the same probe location shown in
Figure 4.23 it is clear that none are found. It is clear fromB$SD analysis that the frequency of the helical mode
instability is identical for this case &t= 3.25 and although no small scale structures were capturetidldisio
effect on the prediction of the vortex breakdown winding @adrequency.
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Figure 4.23: Non-dimensional velocity time history and PSD for a probe on the vortex axswastream of
vortex breakdown, from a highly under-resolved DES sohjtamarse gridAt = 0.01

This conclusion is also confirmed from consideration of ttegdture. A number of numerical investigations have
been performed using both inviscid [23] and laminar [1112]Ihethods, which clearly show the helical mode
instability behaviour. These investigations and theiultsswere discussed in detail in the literature review of
Section 1.5.
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4.5.2 Decomposition of LES Solution

It seems possible that the majority of the frequencies cegtoy the DES calculation can be attributed to the large
scale, coherent, low frequency flow phenomena discussaaaBs these unsteady flow phenomena are dominant
flow features and an inherent part of the unsteady flow behawizey may be considered as part of the mean flow
and not part of the unsteadiness due to turbulence. Thubkgipdst-breakdown flow, the turbulence should be

treated as non-stationary. Considering the discussionmfatationary turbulence and LES given in Chapter 2, the
decomposition of the instantaneous velocity was desciib&djuations 2.38 - 2.40 and can be summarised as,

u=U)+u'+eu+ (1-—ou (4.1)
~—————— N——
Resolved on grid modelled by SGS

The unsteady flow phenomena described above may be said titbata tou’, the unsteady part of the mean
flow. The DES signals shown in Figure 4.21 can then be thoufyas ®weing made up of the sum of the mean,
unsteady mean flow component and a percentage of the tudaulesolved on the grid. To identify each of these
components and their respective behaviour,uthelocity signal was time averaged in a similar manner to that
used for the URANS method and given by Equation 2.21. By apglthis method, the non-stationary mean
may be separated from the turbulent fluctuations of the igrhewever, the non-stationary mean is determined
from the time averaging sample rafe, and therefore care should be taken when choosing this péeantor
non-stationary turbulence, the sample rate should be larg@mparison with the turbulence time scales but small
in comparison with the mean flow fluctuation time scales. Tegtigate the optimum sample rate for the DES
solutions, consideration was given to theelocity signal from the probe at the trailing edgéc; = 1.0, detailed

in the previous section. Figure 4.24 shows the PSD of thisagiggainst both the non-dimensional frequesty,
and the non-dimensional period of the oscillatiofSi Considering the analysis given in the previous section,
it is clear that there is a dominant frequency in the flow atrapimatelySt= 3.25, which has been attributed to
the motion of the helical mode instability. At this locatibigher frequencies are also present in the flow, around
St= 6, but it is not clear if these are related to a coherent siradh the flow in this region. Therefore, it is taken
that the highest mean flow frequencyg8s= 3.25, which corresponds to a non-dimensional period of 0.31.
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Figure 4.24: PSD against St and non-dimensional perioddordimensionall velocity for a probe ak/c; = 1.0
on the vortex core axis.

Using this period as a starting point, the time average ositneal was calculated with the resulting time histories
and PSD analysis plots shown in Figure 4.25. In each plotdtmulated fluctuating mean and the original signal
are shown, with the stationary mean shown in the time hissdor comparison. As the initial sample rate is equal
to the period of the expected mean flow it is clear that it isifficient to capture all the mean flow fluctuations.
Indeed the dominant frequency of the mean flow, at this sanapde is equal to the vortex breakdown oscillation.
Therefore, the sample rate was increased and the mean flovevalsulated fol = 0.1, 0.05 and 001 as shown

in Figure 4.25. It is clear from this analysis, that as thegamate was decreased, more of the flow features were
captured within the mean flow. Until &= 0.01 the mean signal and the original signal coincide.

As the two signals coincide at a sample ratd of 0.01, which is four times the time step used for the calculation
and an order of magnitude larger, it is evident that desgiti@ing the time step, as detailed in Section 4.3, the
level of temporal resolution has not increased. For a tirap sfAT = 0.0025 it was expected that the maximum
resolvable frequency would be approximat&ly= 40 (based on a minimum of 5 samples per fluctuation, see
Section 2.6). However, it is clear that this level of resiolnthas not been obtained and the effective time step of
the solution is approximatelfyt = 0.01. This corresponds to a maximum frequencysof= 10 which is closer

to the maximum frequencies found in the PSD analyses. AsthetBpatial and temporal refinement are equally
important for DES calculations, it may be suggested thatuhder-resolution of the frequency content of the flow
is due to the grid not being refined enough in the post-breakdlmw region, where the turbulence will begin to
form.
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Figure 4.25: Non-dimensionalvelocity time histories and PSD plots for a probe on the voatas, downstream
of vortex breakdown showing both the stationary and notiestary mean at different sample rates

45.3 Resolution of DES Solution

To consider this further it is necessary to examine the bebawf the unsteady flow on the grid in this region.
For an unsteady and turbulent flow it should be possible tatsedluctuations of flow parameters on the grid.
As discussed previously, the grid is used as a spatial filtdr thus, the size of the cells are used as the spatial
sample rate, in a similar manner to the use of the temporgbearate At. However, as also mentioned before,
it is not practical to keep this sample rate uniform througftbe regions of interest for delta wing geometries.
Figure 4.14(b) shows contours &f,ax for the refined trailing edge grid in the vortex core regiorichtshows the
changes in grid size over the post-breakdown region. Frasptbt, it is clear that in the region of interest, close
to the trailing edge the grid size is relatively constant@iraximately 00055c;. Using this as the sample rate,
the maximum wavenumber of the spatial resolution can baméted. In Spalart’s guide to DES grid generation
[177], it is suggested that the minimum wavelength of a stmgccaptured by a grid will be equal to five times the
maximum grid size i.e. Anax Using this as a guide, it can be calculated that the minimomdimensional wave-
length captured in this region will be@7%,. This corresponds to a maximum non-dimensional wavenuwiber
approximatelyx = 18 and a minimum eddy size of@b5c; due to the Nyquist criterion.

To confirm this analysis, a 1-D slice through the vortex cagion /s = 0.7) was taken at a constant height
above the wing surface/(c; = 0.1). Treating this slice in the same way as a time trace, with being analogous
to time, the data was analysed using the probe analysergrogs before. Figure 4.26 shows the results of this
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analysis. In a similar manner to a time history, a plot &locity againsk/c; is plotted for the flow downstream of
breakdown. This shows that only large scale fluctuationgapim occur downstream of the breakdown location.
Consideration of the PSD analysis of this signal confirms, thé the dominant peak occurs at a wavenumber of
approximatelyk = 0.5 (not shown). However, it was found that there is energy gihdri wavenumbers up to
approximately = 18, although very small. Most of the energy on the grid is fbfor wavenumbers less than 10,
which is similar to the temporal analysis. This suggestsdlthough smaller eddies are captured by the grid, they
are very weak in comparison with the larger structures.
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Figure 4.26: Analysis ot velocity behaviour from spatial slice through vortex cote/&, = 0.1 to determine
resolution of grid

The physical size of these eddies can be considered fromsimaf the non-dimensional wavelength of the signal,
as shown in Figure 4.26(b). The wavelength is calculateH@amterse of the wavenumber. This plot is very inter-
esting as it shows that the minimum wavelength captured egtid is also close to.05¢c;. However, the lowest
clear peak is 0.11. Confirmation of the size of the capturetiesdmay be taken from the contoursyoforticity
shown in Figure 4.15(b), which clearly show structures wiidimeters of approximately.@6. It is evident from
this analysis that the minimum eddy size is still approxiehab% of the root chord, which is relatively large,
particularly with respect to the expected size of any sntallesturbulent eddies, which would be less tharcl%

To consider how this spatial under-resolution would afteet temporal resolution of the solution, it is possible
to relate the frequency of the eddies to their wavelength, therefore wavenumber, using the local velocity
magnitude. This relationship is defined as,

St= UjpcalK (4.2)

As the velocity at a given location will fluctuate in time, 4hielationship may only serve as a guide to the effect
on the temporal resolution. However, in the post-breakditown the instantaneous velocity is almost always less
than the freestream velocity. Therefore, the maximum niaredsional frequency resolved on the grid will be
less than 18. The ability of the spatial and temporal sargpiitte to capture the turbulence may be determined
by considering a log-log plot of the PSD analysis. Figure/4sBows the results of this analysis. The spatial
resolution can be compared to the Kolmogorov -5/3 slopeciviiescribes the theoretical behaviour of the energy
within the turbulence for the inertial subrange. It is cldzat there is very good agreement with the theory, thus
the grid is capturing the energy cascade well, despite themuan resolved frequency being low in comparison
to the turbulent scales. For a further refined grid, it wowdcelpected that this gradient was maintained, however
there would be more power at higher frequencies and moreeafristeady flow behaviour would be resolved.
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Figure 4.27: Turbulent spectrum for both spatial and teraparales to show accuracy of energy cascade within
computational results

The temporal resolution plot is created from the non-direred u velocity at the post-breakdown probe location
detailed previously and also shows the maximum resolvabbtgiency. It is clear that beyond this point the gra-
dient of the plot increases and the energy within the scaldsaes rapidly as the frequency content of the flow is
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modelled by the subgrid scale and so is not present in thettawe of the velocity.

Therefore, from this analysis, it has been shown that in th&t-preakdown region, the unsteady flow exhibits
non-stationary mean flow and turbulent fluctuations. Froendécomposition of the instantaneous velocity given
in Equation 4.1, we can attribute the mean flow fluctuations{tbased on a sample rate &f= 0.01 for the
time average. However, this shows that there are few tunbdilectuations captured in the DES signal and so
@, the level of turbulence captured by the grid, is close t@zrhis means that the majority of the turbulence
for this solution is modelled by the subgrid scale model.tf@mranalysis on the grid shows that the maximum
eddy size captured by the grid is approximatelycswhich is large for turbulent scales. This confirms that the
grid in the post-breakdown region is under-resolved antttteeLES region is in fact acting in a similar way to
a URANS model. However, despite the under-resolution oféiselts, it is clear that the characteristic behaviour
of vortex breakdown is captured and so the question arisésit @ffect does the turbulence downstream of vortex
breakdown have on the overall flow behaviour? It may be pregdisat the turbulence downstream of breakdown
and the trailing edge has a minimal effect on the mean flow\dehg such as the helical mode instability and its
characteristic frequency. Therefore, it may also be pregdsat URANS may be able to adequately predict this
behaviour at smaller computational expense. Howeverredésting this proposal, it is necessary to validate the
DES solution with existing DES and experimental data.

4.6 Qualitative Comparison with Cobalt Results

Itis helpful to compare the results with other DES calcoalasi. One of the most prominent users of DES for delta
wing vortical flows is the United States Air Force Academy AF3) [24, 29, 30, 116, 161, 163]. A great deal of
work was carried out by the USAFA, using the unstructured fiolver,Cobalt, as part of the NATO RTO Task
Group AVT-080 [197, 200]. This group considered the behawif the flow on the 7D ONERA test case used
here. As there is a great deal of experience at the USAFA dtfeltithat a qualitative comparison with their results
would give an indication on how well the structured DES ressulere performing and, therefore, would allow a
benchmark of the current results.

As the majority of the unsteady results obtained from the A80 Task group involved only the behaviour of the
normal force coefficient, further data was needed to consideflow behaviour in the post-breakdown region.
Thus, the unsteady results from the VFE-2 case, describ€hapter 3, will be used as well. Despite this case
being transonic, the non-dimensional behaviour of the floautd generally be similar and thus a qualitative
comparison may be made.

4.6.1 Comparison with70° ONERA SA-DES Results

The USAFA geometry for the PQving differs slightly to that used in the current investigatas the trailing edge
has not been bevelled and is blunt, similar to the experial@oinfiguration. Another difference is that the US-
AFA solutions have been obtained with the experimental Maamber ofM = 0.069. This discrepancy should
not make a significant difference to the results, partidyidthe non-dimensional behaviour is considered.

A time step study was carried out by Mortehal. and is detailed in Ref’s [24] and [161]. Six different times$

of varying refinement were considered for a baseline grith &t x 10° cell volumes. The non-dimensional time
steps wereAT = 0.00125, 00025, 0005, Q01, 002 and 004. Using the PSD data of the resulting normal force
coefficients, and plotting the PSD against the non-dimeradiperiod (¥SY) it was found that with decreasing
time step the dominant frequency of the flow approached ampi®tic period of approximately 0.15{= 10).
From this investigation, a baseline time stepAaf= 0.0025 was deemed to be the optimum for accuracy and
for reasonable computational expense for this grid sizes &dn be compared to the time step study detailed in
Section 4.3, where it was also found that the non-dimensjoergod of the dominant frequency reduced with a
reduction in time step size.

The effect of grid refinement has also been considered aredagded in Ref’s [29, 30, 116, 163]. In these investiga-
tions a number of grids of varying refinement were createdlamdolutions compared. Adaptive mesh refinement
(AMR) was also used to determine the effect of localised egfiant in the areas of interest. The baseline grid
described above was initially used and a factoy/@fwas then applied to scale the initial overall refinementtand
create grids with 2 x 10°, 6.7 x 10° and 106 x 1° cell volumes. The AMR grid was created from the baseline
grid solution with isosurfaces of vorticity being used tdide the region where the grid would be refined. This
was performed twice, with the distribution of grid pointsrimedoubled each time. Overall, this resulted in a grid
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(a) Coarse - 2x 10P (b) Medium - 27 x 10°

(c) Fine - 67 x 1¢° (d) Real Fine - 16 x 10°

(e) AMR Grid - 32 x 1¢° (f) Current Results ~ 8 x 10°

Figure 4.28: Isosurfaces of vorticity for various USAFA tmstured grids compared to current results on refined
trailing edge structured grid. The number of cell volumesgach grid are given for comparison. [29]
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with 3.2 x 10° cells. The non-dimensional time steps used were also stmtbe size of the grid, with a time step
of AT = 0.0025 being used for the baseline grid and the factay®being applied in a similar manner as before.
Table 4.5 details the time step and grid size for the coaasglime and fine grids. The table also contains details
of the cell size in the focus region as described in Ref. [1These features are also included for the refined TE
grid used for the current results.

Cells Amax At

USAFA Coarse Px10° 0.0065 0.00357
USAFA Medium (baseline) Zx10° 0.0046 0.0025
USAFA Fine 67x10° 0.0035 0.0018
Current Results ~8x10° 0.0055 0.0025

Table 4.5: Details of grid features for USAFA grid study amdnparison with current results

It is interesting to note that the maximum cell dimensionthim focus region for the baseline grifiyay, is close

to that used for the current results, however the overadl sfizhe USAFA grid is much smaller. This is due to the
refinement in the region of interest having to be carried ouhe far field for the structured grid. This increases
the grid size and the relative computational expense. Thexgthe structured grid is of comparable refinement
to the baseline grid from the USAFA results. This is also cfeam comparison of the flow solutions. Figure
4.28 shows instantaneous isosurfaces of vorticity madaifar each of the grids, and highlights the increasing
resolution of the flow structure with increasing grid refirerh From this, it is evident that the level of vortical
structures captured by the current results is between taseand the baseline grid solutions. It is also interesting
to note that the AMR grid is comparable in flow resolution te fime grid with 67 x 10° cell volumes.

To consider the unsteady aspects of the flow, the time héstafinormal force coefficient were used for analysis.
Figure 4.29 shows the comparisons between a) the coarséjmadd fine grids; b) the very fine grid (G4), an
AMR grid of 2.4 x 10° cells (G9A4) and a similar AMR grid with sting and wind tunmedlls included (G7A1) and

c) the current results. From these plots it is clear that aotterall refinement of the grid increases, the unsteady
behaviour captured also increases and there is more emethg higher frequencies. This is in agreement with
the findings of the grid study for the current results dethifeSection 4.4. It would be expected that the highest
frequencies captured would be much higher for the finer ghide/iever considering the current results it appears
that the relative level of energy in the higher frequencsesiinilar. It should be noted that the scale of the PSD
for the current results differs to the USAFA results. It ispible that this may be due to the method chosen to
calculate the PSD of the signal and may not be a reflectioneofetvel of energy in the flow. What is important,
in this comparison, is the relative energy of the signalsictvlappear to be very similar. It is also clear that
the dominant frequency of the current results is lower tramtlie finer grids of the USAFA study, sitting at
approximatelySt=5— 6 compared t&t= 8 — 10 respectively.
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(a) USAFA Results [24] (b) USAFA Results [30] (c) Current Results

Figure 4.29: PSD plots of normal force coefficient for cutmesults compared to USAFA results from literature

In Ref. [30], the resolution of turbulent kinetic energy iretvortex core was considered for the coarse, baseline,
fine and very fine grids detailed above. This is shown in FiguB®, with a comparison of the current results.
From the study it was found that as the grid resolution waseegwed, the value of the turbulent kinetic energy in
the vortex core approached the experimental value of 0.8s,Tthe turbulent properties of the flow were concluded
to be resolved well for the finer grids. However, as the timeraging analysis of vortical flow in Section 4.5.2
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shows, these values are high as the mean flow fluctuationseniticluded in the calculation of the turbulent kinetic
energy. The plot of the current results shows the mean nowrtBional turbulent kinetic energy calculated, both
using the stationary mean (as in the experimental and USASBAlts) and the non-stationary mean (calculated
using a sample rate df = 0.1), which is subtracted from the signal before the fluctugtialocities are used. It

is clear that there is a significant difference between thaltg particularly close to breakdown, where the mean
flow fluctuates considerably. However, the results obtafinech the stationary mean do give reasonably good
agreement with the USAFA results, particularly if the lacatof vortex breakdown is considered. Which occurs
for x/cr = 0.5, 0.58, 062 and 062 for the coarse, baseline, fine and very fine grids respdgtand at a mean
location ofx/c; = 0.86 for the current results. Unfortunately, it is not possitw state the peak value for the
current results, as this will occur downstream of breakdawd there are insufficient point probes in the vortex
core region to determine this value.
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Figure 4.30: Comparison of turbulent kinetic energy thitowgrtex core between current results and USAFA
results from literature

(a) USAFA Results [30] (b) Current Results

Figure 4.31: Comparison of surface streamlines betweeecuresults and USAFA results from literature

As stated in Section 4.2.2, a transition study was carrigdpiorton [30] to consider the influence of a forced
transition location on the computational results and toeecon the comparison with the experiment. The con-
clusions of this investigation stated that a forced tramsiline at constank/c; = 0.4 gave the most appropriate
agreement with the experimental results. This investigagirovided the basis for the choice of transition line
applied in the current investigations which corresponds tonstant line at approximatetyc, = 0.36. To con-
sider the behaviour of the flow due to transition, the surliceamlines are compared in Figure 4.31. From these
two plots, it is clear that the behaviour on the surface ofwlireg is very similar. As expected, the transition
occurs slightly upstream for the current results. Howethés, does not appear to have a significant effect on the
downstream flow. Both plots are taken from instantaneoudteefhrowever the current results do not exhibit any
clear evidence of unsteadiness in the streamlines. Ina&stnthe secondary separation line for the USAFA results
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shows undulations which may be associated with the unsteatlye of the flow. Interestingly, both solutions
exhibit “whorl” patterns in the trailing edge region, clasethe leading edge. Initially, for the current resultssthi
was attributed to recirculation of the flow due to the bewkthailing edge. However, the USAFA geometry was
exactly reproduced from the experiment and had a blunirtgpddge. Further investigation of this region is needed
to determine the cause of this phenomenon. This region iganfrom the experimental results.

4.6.2 Comparison with65° VFE-2 SA-DES Results

To allow further comparisons of the unsteady behaviour efGobalt DES solutions with the current results, the
unsteady data from the VFE-2 solutions described in Cheptgere used. Details of the grid and time step,
detailed previously, are summarised in Table 4.6. In a simiay to the current results, a number of point probes
were situated in the flow as described previously. To makaildet comparisons, but to restrict the amount of
data used, two probes from these calculations were chosmmtpare qualitatively with the PGest case results.
These probes were situated on the vortex core, which foc#ss sits at a constayts= 0.6, at a constant height,
z/c = 0.1 from the surface of the wing for locations pre- and posekdewn,x/c, = 0.7 and 09 respectively.

As discussed in Chapter 3, the mean location of breakdowthfsrcase was found to be'c; = 0.68. These
probes are to be compared to the signals from the probes mottex core ak/c; = 0.84 and 10 detailed before
for the current results. Although the locations of thesébpmoare quite different, the non-dimensional distance
from the mean vortex breakdown location are simiigic; = 0.02 andx/c; = 0.04 upstream ang/c; = 0.22 and
x/¢; = 0.14 downstream of breakdown for the USAFA and current resaekipectively. Therefore, a qualitative
comparison of the flow behaviour may be made for these logsitiBigure 4.32 shows the probe locations for the
USAFA results, with isosurfaces &fvorticity shown to demonstrate the location with respec¢htoflow features.
This can be compared to Figure 4.19 for the current results.

Cells Grid Type At
USAFA 7.89x 10° Unstructured 0.0047
Current Results ~ 8 x 10° Structured 0.0025

Table 4.6: Details of grid and time step for USAFA VFE-2 céétion and current results

(a) Plan view (b) Side view

Figure 4.32: Location of probes through vortex core witterehce to isosurface of vorticity for 65° VFE-2
USAFA DES calculation

Figures 4.33 and 4.34 show the non-dimensional velocitypmrant time histories and PSD frequency plots re-
spectively for both cases in pre- and post-breakdown flowidare 4.33 the time histories of each case are shown
separately due to the differences in non-dimensional tine likewise, for clarity Figure 4.34 shows the PSD
analysis of the pre-breakdown and post-breakdown reseftarately for comparison between cases. From the
time histories, particularly for the velocity, it is clear that there are many similarities betwé¢he two results. In
both cases, the location of vortex breakdown periodicalby@s upstream of the pre-breakdown probe location.
This is evident from the low frequency, high amplitude bebarand the magnitude of thevelocity traces peri-
odically reducing to less than zero, indicating reversed.flbhe fluctuations of the location of breakdown seem
to be more pronounced for the USAFA case, however this ig/lilcebe due to the presence of shocks in the flow,
which have been shown to move abruptly. It is also clear fronmsimleration of all three velocity components that
when the breakdown location is upstream of the probe, tlsdiess unsteadiness in the flow. Again, this is more
pronounced for the USAFA case, however the amplitude of thieeat results also noticeably decreases at this
point. Considering the frequency content of the solutidriia location shows that the dominant frequency of the
flow is in good agreement at approximat8ity= 0.1. However, the power of the USAFA signal at this frequency is
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greater, again likely due to the occurrence of shocks in tve fror the current results, higher frequencies between
St= 3 and 4 are evident in the spanwise and normal velocity cormisndue to the influence of the helical mode
winding, downstream of breakdown. This is not found in thedlB& solutions, but again this is likely to be caused
by the presence of the shocks which will not allow any indiéds to propagate upstream.

Downstream of breakdown it is clear that the flow behaviouagain very similar. The amplitude of the time
traces is in good agreement, particularly for thendw velocities. However, mean values are different. For the
u velocity this is likely to be due to differences in the setyedf breakdown between the subsonic and transonic
test cases, as described in Chapter 3. Whereas farahdw velocities, this is likely to be caused by differences
in the location of the probes with respect to the vortex bdeakn structures, such as the helical mode instability.
Considering the frequency content of the two signals fohaaatocity component, it is clear that there are more
frequencies present for the USAFA results. However, theffequency response of the vortex breakdown location
is still found for both cases, as is a frequency which can beaated with the helical mode. This is closeSie= 2

for the USAFA results an&t= 3 — 4 for the current results, as stated previously. The ocoga®f many more
frequencies within the post-breakdown flow signal, may Ibated to the presence of more smaller structures
occurring in the flow for the USAFA solution, as shown in Figdr.32. However, it is interesting to note that there
is still little frequency content for frequencies close tabove a Strouhal number of 10, which would be expected
for small scale turbulent structures.

To consider this further, analysis of the turbulence on thé gas performed in a similar manner as shown in
Section 4.5.3. A 1-D slice is taken through the vortex coggar atz/c; = 0.1 and a PSD analysis is performed
to consider the spatial behaviour of turbulence. This asislwas then compared to the current results shown
previously. Figure 4.35(a) shows the behaviour of eheelocity on the slices for both results, downstream of
the breakdown location. As the location of breakdown isedéht for each solution, the relative distance from
the breakdown location is used. It is clear from this plot thare are more fluctuations of tlievelocity in the
post-breakdown region for the USAFA results. PerformingS®Ranalysis on this data allows the wavenumber
content to be considered and the resolved eddy sizes andengttes to be determined. The results of this analysis
are also shown in Figure 4.35. Compared to the results faruhent grid, it was found that the dominant peak in
the PSD analysis also occurs at a wavenumbaer-6f0.5. It was also found that there is more energy in the larger
wavenumbers for the USAFA results, however the maximum wander resolved is still only approximately
k = 20. This translates to a minimum wavelength of approxinyatgt, = 0.035, which is found from Figure
4.35(b). This is not significantly higher than the minimumvelength of the current grid. Despite this similarity
of minimum scales, more energy appears in the flow for all wawebers. This may be a consequence of the
resolution of smaller scales which capture the energy teamsore accurately, due to a smaller sample rate and
therefore less turbulence modelled on the grid.
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Figure 4.35: Analysis ofi velocity behaviour from spatial slice through vortex cote/; = 0.1 to determine
resolution of grid for both current results and USAFABHB-E-2 DES results

As before, further consideration of the level of turbulenaptured in the flow solutions can be obtained by com-
paring the log of the PSD plot with the Kolmogorov -5/3 slop&ure 4.36 shows this comparison along with the
temporal comparison for the non-dimensionaklocity at the trailing edge. It is evident from both pldtsit the
general frequency behaviour is very similar between thesgis of solutions. Although the USAFA grid exhibits
slightly more energy at higher wavenumbers in the spatialparison, the temporal comparison is nevertheless
very similar, with the same gradient to higher frequencigiad present. Therefore, despite the higher grid reso-
lution of the USAFA solution demonstrated by the smalledesstructures found in the post-breakdown flow and
the greater frequency content, it may be stated that a siteilal of turbulence is captured by each solution.
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From the comparisons with the USAFA results for th@ @0d 6% test cases, it has been found that the overall flow
behaviour is being captured well by the current DES solstidtowever these results appear to be under resolving
the smaller flow features due to lack of refinement in the postkdown region.
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Figure 4.36: Spatial and temporal comparisons of curretht#AFA DES results

4.7 Validation of DES Results

As shown in the previous section, the current results agoeditgtively with other DES results. However, it is
also important to gauge the behaviour of the solutions agj@xperimental results. The experimental test data
gathered by Mitchell [13] will be used mostly for this taslgwever unsteady data from other experiments will
also be considered qualitatively to further assess thditalbif the results.

4.7.1 Comparison with Mitchell’s Experiment

The set up of the experiments carried out by Mitchell wasdiesd in Section 4.2 and as such will not be discussed
here. A large proportion of the data presented in Mitcheltsk was time averaged. This time averaging process
is akin to calculating the stationary mean of the flow and dusidake the unsteady mean flow, as discussed in
Section 4.5, into account. This makes comparisons betweeoamputational and experimental results difficult,
particularly as the turbulent quantities calculated wéldonsiderably larger than those which may have existed.
This was also considered when considering the levels otitenb kinetic energy compared to the USAFA results
in Section 4.6.

Instantaneous full domain flow solutions could not be usetbtapare with the time-averaged experimental data.
Therefore, a stationary mean was calculated from 100 tiessbver a total time af = 1, which gives a sample
rate of T = 0.01. This provides a relatively small period over which torage, but the amount of data needed to
perform a full mean calculation over the all the calculatiome steps was prohibitive. Due to this, the comparisons
should be treated with caution, but should be sufficientergurposes of validation of the basic flow behaviour.

Figure 4.37 show contours of the non-dimensional veloaitsnponents for each of the chordwise stations for
both the experiment and the mean computational flow. Frontdmtours ofu velocity it is clear that for the
experimental data breakdown occurs upstream af the= 0.74 position, as at this location reversed flow is found.
Indeed, from the investigation it was found that the mearitiposof breakdown occurred at approximatefic, =
0.65. Considering the current results, it is clear that thation of breakdown is quite different, with reversed flow
not being predicted for any of the slices. As stated in prevgections, the mean breakdown location was found to
occur at approximateby/c, = 0.86, which is downstream of the slices used in the experinigre.discrepancy of
mean vortex breakdown location may be due to many factovgadtmentioned in the highlights of the RTO AVT-
080 task group that this set of experimental data was affdmeblockage and support interference effects, which
may have caused up to-23° of upwash. It was stated that this upwash may have causeldmea to occur
earlier on the wing than would have been expected for thidigration. Other factors include, imperfections
on the experimental model due to the sting fitting, the défferes in freestream velocity between the experiment
and computation as it was noted by Mitchell that with an iaseein freestream velocity that the breakdown
location moved downstream, or the levels of turbulent eddgosity predicted in the computational results. From
both the grid study and time step study it was shown that tledipted location of breakdown did not change
significantly with any change in grid density or time steprrefnent, thus the DES calculations are consistent.
Further consideration of the prediction of vortex breakddacation will be given in the following chapter. This
discrepancy of location should also be kept in mind when idenig the unsteady nature of the flow, which will
be discussed later in this section.
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Figure 4.37: Time averaged velocity results from Mitclsedikperiment compared to mean computational results
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From the contours aif velocity, it is also found that the maximum axial velocitytbé vortex core prior to break-
down was approximatelyUl,. The mean predicted value from the current results, is fdonoke considerably
less and is given as approximateld.,. This is consistent with the findings of the AVT-080 task growhere

a number of calculations were performed for this test casgugrious CFD solvers, techniques and grids. The
axial velocity was not found to be accurately predicted foy af the cases and it was concluded that the grid
refinement at the vortex core was not sufficient. Considetieg andw velocity contours, however, it is clear that
the agreement between the experimental and computatioludibns is very good with the magnitude and shape
of the velocity contours being predicted well, despite tHiedences in breakdown location.

Contours ofx vorticity were also considered and the comparisons are showigure 4.38. In the experimental
plots, it is clear that there are small vortical substruesun the shear layer. However, these structures are not
found in the computational results for these contour lewvd¢spite the unsteady probe data providing evidence
of oscillations associated with such phenomenon. Evidehdgese structures is found by changing the contour
levels, however this shows that the predicted behavioueakwAs with all the other experimental contour plots,
the boundary layer region is not captured due to the expatahtechniques used, which cannot resolve the flow
close to walls. However, there is a suggestion of a seconaaitgx in the bottom left corner of each contour plot.

This is also shown in the computational results, with thatmn of both the secondary and primary vortices being
predicted well.
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Figure 4.38: Time averagedrorticity results from Mitchell's experiment compared team computational results

Comparisons can also be made with the experimental surfassure coefficients obtained from steady pressure
transducers on the surface of the wing at the same chordadgaéidns. Figure 4.39 shows these comparisons for
the current results. Also included is data from two investimns carried out as part of the AVT-080 task group,
from the USAFA [30], as detailed in the previous section awanfwork carried out at NLR on a structured grid
using a URANS — o model with a modification for vortical flows [31]. It is cledrdt although the computational
results are in good agreement there is a consistent unddiefion of the pressure coefficient compared to the
experimental results. For the current results, this cpords to a difference of 24% for thc, = 0.53 peak. For

the USAFA and NLR results it was reported that the differenes 24% and 22% respectively. Other compu-
tational results from the AVT-080 task group, using both Ddffsl URANS methods, were also found to exhibit
these discrepancies with the experimental data and diteeatx/c; = 0.53 of 238% were reported [165, 196].
As all the computational results were in good agreement actdifs such as grid refinement, transition and turbu-
lence model had no effect, it was determined that the diffiege may have been due to a scaling issue with the
experimental data.The current results scaled by 24% apeshi®vn in Figure 4.39 to allow a broad comparison
with the computational results. This shows that generallyagreement is good when all streamwise results are
scaled by this factor. However, due to the blockage and stippterference effects mentioned previously, this

straight-forward scaling can not account for all the phgkitfferences in the flow and should be considered with
care.
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Figure 4.39: Surface pressure coefficient data for bothraxgatal and computational results [13, 30, 31]

To consider the unsteady nature of the flow behaviour pressadings were taken from Kullté pressure trans-

ducers on the surface of the wing as detailed in Table 4.3.nlinebering and location of each of the probes to
be compared are shown schematically in Figure 4.40. Thdtirmswnsteady pressure time histories are shown
in Figure 4.41. Also shown are the corresponding time hissdior 12 of the transducer locations taken from the

unsteady probe data on the surface of the wing.

Figure 4.40: Location of unsteady probes used for compaxisth Mitchell's data

Itis clear from these traces that the mean pressure desredtbeoutboard movement on the wing. This suggests
that the vortex core sits either above or close toytfe= 0.7 position. In the computational results, the vortex
core is also found to be close to this location. The mean céatipnal pressure coefficients have been scaled by
the 24% factor discussed previously to aid in the compas@sahit is clear that they are in reasonably good agree-
ment. The highly unsteady nature of the flow is obvious, bgthaimd downstream of breakdown, with reasonably
large amplitude oscillations occurring at many frequesici€he length of the corresponding signals should be
considered before any comparisons can be made, with theimqrdal data being captured over 2 seconds and
the total computed time being equivalent to approximate®ys@conds. The corresponding computational time is
marked on the experimental plots for comparison. Howewespie this difference, qualitative and quantitative
comparisons can be made. It is clear that the amplitude afiiseeady fluctuations of almost all the probes are
in good agreement, with the most obvious exception beinpdloatx/c, = 0.84. In the experimental data, the
signal from this probe exhibits some rather strange belawith the pressure coefficient decreasing significantly
in what appears to be a random pattern. This was noticed lghMlit who decided that it was the response of a
faulty transducer, thus this signal will not be considem@dcbomparison.

To consider the frequency content of the signals, PSD wdcealleded from each signal. These are shown in Fig-
ure 4.42, again with similar plots for the current resultbePlots taken from Mitchell’s work have been altered
slightly to show the corresponding non-dimensional fregires for comparison. From the experimental plots,
upstream of breakdown afc; = 0.53 and 063, the flow behaviour is dominated by a low frequency ogailfa
which occurs at approximately 2H3i(= 0.08). There is evidence of some higher frequency broadbamigict)
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however this has relatively low power in comparison. Dowsestn of breakdown, many more frequencies occur,
although the low frequency content is still dominant. Dééimieaks occur in the range 3%0Hz (St= 0.5-2),
around 100Hz$t~ 4) and around 130z (St~ 5). Due to the difference in location of vortex breakdown &ym
not be possible to make direct comparisons between thedregyuesponses for a given chordwise location. In-
deed, from comparing the experimental and computatiosalteatx/c; = 0.53 it is clear that although the low
frequency content is predicted well &t~ 0.07, the dominant behaviour of the flow at this location in thene
putational results appears at approximattly- 4.5. This is also true fox/c, = 0.63, but this behaviour does not
occur in the experiments. However, if the non-dimensioigthdce from the breakdown location is considered,
the agreement between the results is much better. As the bmeakdown location ig/c; = 0.65 in the experi-
ments, thex/c; = 0.53 station is QL5¢; upstream and the/c, = 0.63 station is 2c; upstream of this location.
Similarly, for the computational results, thgc, = 0.74 station is Ql4c, upstream and the/c; = 0.84 station is
0.04c, upstream of breakdown. If these two locations are comp#nedigreement is significantly improved, with
the low dominant frequency occurring close3b= 0.07 in both results and the higher frequency content focusing
aroundSt=3-5.

In the unsteady analysis performed on the current resulérious sections, it was determined that the low
frequency response found in the flow, close to breakdown,duasto the unsteady oscillation of the breakdown
location. As a similar frequency was found for the experitabdata, the behaviour of the unsteady location of
breakdown should be considered. Figure 4.43 shows the taneg of vortex breakdown location for both the ex-
perimental and computational results. The computatic®llts shown were created by considering the location
of breakdown in the flow domain for every 100 time steps. Duthéocomputational expense of the calculation,
it was only possible to consider a total time of 0.2 seconds Takes a comparison with the experimental data
difficult as the lowest frequency which could be captured vdne approximatelyst= 0.069 and the dominant
frequency captured for this phenomenon in the experimesitis0.043. Considering the amplitude of the oscilla-
tions it is clear that the vortex breakdown location ostéawith an amplitude of approximately 15% root chord.
This corresponds to a locatiaric; = 0.6 — 0.75 for the left hand side and'c, = 0.65— 0.8 for the right hand side
vortex. Comparatively, the computational results prediciscillation with an amplitude of approximately 6%
root chord. This under-prediction of the amplitude may be ttuthe symmetric assumption as in the experiment
there may be interaction between the behaviour of the twadingeedge vortices.

0.15 02 025 03 035
60 Time

(a) Experimental Results, Black - Left, Cyan - Right; (Sceshr Poor (b) Current Results
Quality)

Figure 4.43: Comparison of unsteady vortex breakdown tesul
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Figure 4.44: PSD plot of unsteady vortex breakdown resuotis fMitchell’s experiment for left hand side [13]
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From the computational signal, it appears that there armappately two low frequency oscillations over the 0.2
seconds. This corresponds to a non-dimensional frequdrgt-00.139. This is higher than the frequency which
was assumed to be the vortex breakdown location in previettons. However, as the signal length is short the
lower frequency may not be detected. From a PSD analysiseoéxperimental data, shown in Figure 4.44, it is
clear that there are a number of frequencies present in pheriexental signal. Thus, it may be suggested that the
frequency captured by the computation is consistent wighhigher frequency content. This frequency is also in
agreement with the unsteady breakdown oscillations wsekfrom a similar plot for the USAFA DES results for
the 6% VFE-2 test case, which occurred for a frequency of approtéips®t= 0.14. Further higher frequency
content is suggested by the trace of vortex breakdown lmtatiotted at a much smaller sample rate of 100 time
steps between non-dimensional timeg ef 50— 51, which is shown in Figure 4.43(b) as the dotted line.

4.7.2 Comparison to Other Unsteady Experimental Results

Further comparisons may be made by considering other erpatal investigations from the literature summarised
in Chapter 1. In the investigation carried out by Klute [6Haummarised in Klutet al. [55], the unsteady flow
over a sharp leading edged °elta wing at an incidence of = 40° was considered using digital PIV techniques
in awater tunnel. The model had a root chord ddmand the freestream velocity was8@ms * which provided

a Reynolds number d®e= 4.5 x 10*. This is low, particularly in comparison with the currennfiguration, how-
ever considering the non-dimensional behaviour of the ftpyalitative comparisons may be made. The purpose
of the investigation was to consider the unsteady naturbehelical mode instability of vortex breakdown and
to consider its evolution with time. Therefore, a large tate of images and temporal information was gathered
in the post-breakdown flow region. The digital PIV was set aipeicord an image 500 times a second, which
corresponds to a sample time step of approximakely- 0.004 and data was gathered over a period of 4 seconds
(t =9.08).

In this case, due to the relatively high angle of incidencetex breakdown occurred at approximatelg, = 0.5

on the wing. From the DPIV data, the unsteady velocity sigiaéla number of points on a measurement plane
30%c, downstream of the breakdown locationxat; = 0.8 were isolated and considered using a PSD analysis and
it is with this data that comparisons will be made with thereat results. Figure 4.45(a) shows the instantaneous
post-breakdown region on a plane through the vortex corémtear = 0.101. This plane shows the velocity vectors
and corresponding streamlines for the helical mode, withvbrtical regions caused by the spiral breakdown
intersecting the plane. The locations of the two points Whiorrespond to probes within the computational
domain are highlighted in red, their precise locations avergas non-dimensional distancesl @, (which will

be referred to as point A) andX58 (point B) above the wing surface. Figure 4.45(b) showscttrresponding
instantaneous vortex core streamline behaviourat0. The corresponding probe locations for the computationa
results are also shown.

(a) DPIV results showing velocity vectors and correspogditream- (b) Current DES results showing streamlines
lines (Adapted from Ref. [6])

Figure 4.45: Instantaneous vortex breakdown regions fpegmental and computational results. Also shown are
the locations of the data points from which the time histodéu velocity were taken.

The behaviour of the vortex breakdown flow structure may hesictered from the streamline plots. It is clear
that the locations where the helical mode winding pass tjindhe analysis plane for the experimental results,
are more spread out than for the current results. This stejtfest the overall pitch of the helix is much larger
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and the effect of the breakdown is greater on the wing surféicenay also be suggested that the difference in
helical pitch is due to the proximity of the vortex breakdolenation to the trailing edge in the computational
solutions. However, further analysis at higher angles oidience would be needed to state this conclusively. In
the experimental results, the locations of these inteimextvere tracked with time and it was found that these
structures were convected downstream toward the trailifyge e With this downstream motion, the spiral of the
helical mode winding stretched and the diameter increaSedpled to this increase in diameter is a reduction in
dominant non-dimensional frequency. However, considgttie evolution of the computational results over a time
T =1 it was found that there was only a slight downstream motitth® structures on the vortex core plane and
the diameter of the helical structure did not increase Sgmitly. This diameter is relatively small in comparison
with the experimental results, which would suggest a higioerdimensional dominant frequency. The behaviour
of the structures in the experiments at or close to the tigaéidge was not mentioned. However, for the current
results, the helical winding appeared to dissipate. Asudised in Section 4.5 this is likely to be due to the rapidly
decreasing resolution of the grid downstream of the trgidge. However, it is unclear what effect the trailing
edge has on the coherent vortex breakdown structures. i@apithese differences in mind, thievelocity traces

at point A and B can be considered and compared to the probtdas shown in Figure 4.45(b).

Itis clear from Figure 4.45 that the non-dimensional distalnetween the vortex breakdown location and the probe
positions is greater for the experimental results. Thuly, @qualitative comparison may be made. However, com-
paring the results shown in Figures 4.46 and 4.47 it is clegtrthere are both similarities and differences between
the two sets of results. Considering Point A and the cornedimg computational probe at a nominal distande,0
from the wing surface. It is evident that the amplitude of tinge histories ofu velocity are comparable at this
location. However, the mean velocity is much lower for thperimental results, and the flow is found to reverse
for large periods of the time history. In the computatioraiuits the flow does not reverse at any point in the time
period shown. Also, the level of fluctuations of the velo@tg found to be less in the computational results, but
not significantly so. The frequency content is also quitéedént. The dominant peaks in the PSD analysis for the
experimental results occur f&t < 2 whereas for the computational results, the main peak satw@approximately
St= 3.5. This increase is likely to be due to the differences in thkchl winding discussed before. In the ex-
periment, there is also considerably more energy in thedniffequencies. Whereas for the computational results
there is some content at frequenci8s< 10, but this reduces rapidly with increasing frequency. &hergy in

the high frequencies of the experimental results also deloatyat a much reduced rate. The presence of this high
frequency energy relates back to the observation that #rerenore small scale fluctuations in the experimental
time history and suggests the presence of smaller scaldistes and a turbulent behaviour. However, this behav-
iour is secondary to the helical model instability and softbx has not broken down into full scale turbulence at
this location. It may be suggested that a fully turbulent flaith the breakdown of the helical mode instability
into smaller structures, does not occur until downstreartheftrailing edge. A similar conclusion may also be
made from the USAFA results for the 8%¥FE-2 wing discussed in Section 4.6 and shown in Figure 4o4&f
similar probe location to Probe A. For this case, the proladsis approximately 30% downstream of the vortex
breakdown location. This shows that despite greater dwvgridirefinement, the results are again very similar, with
the dominant frequencies occurring 8r< 10. There is little frequency content above this frequency.
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Figure 4.48: Time histories and PSD analyses oélocity USAFA results for 65delta wing at location on vortex
core planex/c, =1.0,z/¢, = 0.1

At point B, the experimental results exhibit a similar bebavto Point A, with many scales of fluctuations being
evident from the time trace afvelocity. However, the PSD analysis of the signal showstthafrequency of the
dominant peaks has increased and there is an overall irchedise energy of the signal. Compared to a probe
in the computational flow domain situatedzlt; = 0.15 above the wing surface, it is clear that the behaviour
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is quite different. The mean velocity is much greater, it fabecomes slightly higher than the freestream and
the amplitude of the signal is greatly reduced. Considettiegfrequency content, it is clear that the increase of
frequency compared to Point A has been captured, but thewrtistvery different. These differences between the
experimental and computational results are likely to be tdwee difference in location of the measurement point
within the post-breakdown region. This region is much lafge the experimental results and the measurement
point sits well within this region. However, for the comptitaal result, this probe location is close to the edge of
the region and closer to the freestream flow.

From consideration of these comparisons and particulesty the experimental results it is evident that the helical
mode structure is dominant downstream of breakdown forast 18096, and it is likely that this structure remains
coherent until at least the trailing edge. Although themvislence from the experimental results of high frequency
content in the post-breakdown flow, which suggests the poesef turbulence, it is clear that this is not dominant.
At some location, the coherent structure of the helical modebility will breakdown and the flow will become
fully turbulent, at which point the frequency content wikhébit a broadband response, however this has not been
found to occur in the experiments. There is also little eneof small scale structures in the streamline plot of
Figure 4.45(a). This suggests that turbulence does notnfecmminant until downstream of the trailing edge,
with the flow over the wing, post-breakdown being dominatgdbherent structures. The level of small scale
fluctuations within the experimental signals, does not appe be significantly greater than the computational
results (particularly in view of the under-resolution oéthrid discussed previously).

4.8 Discussion

4.8.1 The Role of Turbulence in Vortical Flows

As shown in the previous section, it is clear that the unstdélads immediately downstream of vortex breakdown
is not dominated by turbulence. Although small scale twehoé does exist, as is evident from the low energy
response at high frequencies in the experimental data frignrés 4.46(a) and 4.47(a). In this investigation,
the ability of the DES turbulence treatment to predict thisvfbehaviour was analysed and particularly the role
of turbulence in the prediction of breakdown and other d@mirfiow features was considered in a number of ways.

From the grid refinement study, it was shown that althoughstreamwise refinement improved the resolution
of the unsteady flow in the wake region, there was little oVeféect on the mean flow behaviour, particularly
upstream of the trailing edge. It was concluded from thislgtilat an overall refinement was needed in this re-
gion, but that it may be likely that the prediction of the tuldnce downstream of the trailing edge would have
only a small effect on the upstream flow predictions. From parisons with existing DES calculations it was
shown that with overall refinement of the grid, smaller stmoes could be captured, both within the shear layer
and downstream of breakdown, however, this did not appdaae a significant effect on the dominant unsteady
flow frequencies captured. Indeed, from analysis of theuierit behaviour on the grids, it was found that gener-
ally the behaviour was very similar. Therefore, it may begasied that the level of grid refinement to capture the
turbulence within the wake of a delta wing is considerabbeder than that used in investigations to date.

However, it was shown from validation of the results withstixig unsteady data, that the DES solutions were
adequately predicting the dominant features of the flows&hecluded the helical mode instability of breakdown
and the wandering of the vortex core due to the motion of lifeak. Evidence of shear layer structures were
also found within the frequency data, although it is felttthather investigation on more refined grids is needed
to confirm the behaviour and frequencies of these featurégrefore, it is clear that although the small scale
turbulence of the post-breakdown flow is not adequatelyuragt this does not appear to have a significant effect
on the ability of DES to predict the dominant flow features. efidfore, it may be concluded that the overall
behaviour of vortical flows and vortex breakdown over slemtidta wings is not dominated by turbulence.

4.8.2 The Role ofusgsin the DES Calculations

As mentioned, the structured grid used in this investigaismot sufficiently refined to capture small scale turbu-
lence and the smallest eddy size resolved on the grid is ajppately 5%¢;. This means that the level of turbulence
captured on the grid, defined @sn Section 4.5.2, is close to zero. The exact value & difficult to quantify as
the precise levels of turbulence in this region have not lipemtified. However, as discussed above, it is found
the low energy, high frequency, broadband response of sTalk turbulence is missing from the DES results.
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If @ is close to zero, this means that the turbulent fluctuatiohsire modelled by the subgrid scale model with
only the mean flow being resolved on the grid. This resultié@melocity decomposition as given by Equation 4.3.

u= U)+u + ui (4.3)
—— ~—
Resolved on grid modelled by SGS

From the description of the URANS method in Chapter 2, it islent that for an under-resolved DES calculation,
the behaviour of the DES modelis very similar to the URANSHhwetwith the turbulence predicted by a turbulence
model, which in the case of the DES calculation is the subggale Smagorinsky model. This means that the
subgrid eddy viscositypsgs behaves in the same way as the turbulent eddy viscgsitgnd will model the
contribution of the turbulence to the flow. To consider trébaviour, contours of the subgrid eddy viscosity relative
to the laminar viscosity were plotted on a plane through tivéax core region and are shown in Figure 4.49. From
this plot, it is evident that the levels of Smagorinsky eddcwusity predicted by the subgrid model increase in the
vicinity of the vortex breakdown region and trailing edgewéver, these values are low in comparison with values
of turbulent eddy viscosity predicted for standard Boussinmodels, such as the Wilckx w model discussed

in Chapter 2, which can be of the order of*1This is due to the fact that the subgrid eddy viscosity isesthy

the spatial filter length squarefi?, as detailed in Equation 2.50, which for the DES implemémtatorresponds

to the maximum cell size squaréd,,,. Thus, as the grid is refined, the leveliaf;swill decrease and the value of
@ will increase. It has been shown in this investigation thatmagnitude of\yax through the grid is insufficient
for @ to be greater than zero and thus the turbulence is modelled.
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Figure 4.49: Slice through vortex coreyas = 0.7 showing contours of sub-grid eddy viscosity relative toitzar
viscosity created by the DES calculation

4.9 Conclusions

From consideration of DES calculations performed on a &ired grid for a slender delta wing at moderate inci-

dence, it was found that a number of low frequency, cohenesteady features dominate the flow. Effects of both
temporal and spatial refinement were examined and theyabfllDES to predict the unsteady nature of the flow

was considered, particularly in light of the prediction offdulence in the post-breakdown region. Comparisons
were made to other, similar DES calculations carried outhgyUSAFA and with experimental data to measure

the validity of the results.

It is clear from this investigation that the DES calculatgrerformed are under-resolved, with little turbulence
being resolved on the grid within the LES region of the flow @dm From this analysis and the comparisons with
existing DES results using unstructured grids, it is sugggbthat the grid requirements to capture the turbulent
behaviour of the flow close to and downstream of breakdowmrareh larger than those described in this inves-
tigation. It was found that to fully capture the turbulenales it would be necessary to refine the grid not only
over the wing, but also in the region downstream of the trgiedge. How far downstream may not be proposed
based on the results gained here, but based on the resuits ioivestigation by Allan [144] who considered the
effect of sting fairings downstream of the trailing edge ontex breakdown, it is felt that a distance of at least one
root chord length downstream is a good starting point . Thiishave a direct impact on the size of the grids used
for DES for delta wing flows, increasing the computationglexse of an already expensive turbulence method.
This is particularly prohibitive for structured grids, wehi have the disadvantage compared to unstructured grids
that any refinement needs to be taken to the farfield. Howthisnmay be overcome by considering overset grids,
hanging nodes and hybrid grids. Therefore, it may be comdubat the computational cost of the calculations
needed to fully resolve the turbulent scales within a delagvilow is still too high to make these calculations
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accessible to the majority of CFD users.

However, the results of this investigation may also showithapossible that these calculations are not necessary.
From this study it was shown that although turbulence isqrem the flow downstream of breakdown, it does
not appear to have a significant effect on the prediction efdalient flow features and the validation with the
experimental data was good, despite the under-resolutitireaesults. The dominant flow features were shown
to be coherent, low frequency phenomenon, which could benasd to be part of the mean flow. Therefore, it is
suggested that traditional URANS models may be able to panfeell and accurately predict the main features of
the flow at a significantly reduced computational cost.



Chapter 5

Assessment of URANS for Predicting
Vortex Breakdown

5.1 Introduction

From the study into the use of DES to capture the unsteady févadiour of the vortical flow and vortex break-
down over a slender delta wing, a number of conclusions weadem It was found that the resolution of the
grid used was not adequate to resolve the turbulent scatethanhfurther refinement, both above the wing and
downstream of the trailing edge would be needed to improgedholution of the flow. This would have the conse-
guence of increasing the computational expanse of an glequknsive calculation, particularly as the time steps
involved may have to decrease with the increasing grid referd. However, it was also found from comparisons
with other DES solutions and with experimental data, thafliw behaviour in the region of interest, downstream
of breakdown, was not initially highly turbulent in naturéthvthe breakdown to turbulence not being found to
occur until much further downstream. From the unsteadyyaisabf the DES results and from consideration of
the literature, it is clear that the majority of the frequiesassociated with the flow phenomena present above the
wing occur for Strouhal numbers less than 20. Finally, it e@scluded that these lower frequencies are within the
grasp of more traditional URANS calculations and that thes¢hods could capture the unsteady flow behaviour
for a greatly reduced computational cost.

From the literature review in Chapter 1, itis clear that élesive been many investigations into the ability of RANS
models to predict the important features of vortex breakdomith varying success. From work carried out for
steady state calculations, it is clear that the standaealiBoussinesq turbulence models struggle to accurately
predict vortex breakdown behaviour due to their inabiliycbrrectly model the turbulent behaviour within the
vortex core. Due to this, a number of corrections have beepgsed for these linear models, to account for the
rotation of the flow and to improve the flow solutions. Somehafse were discussed in Chapter 1 and have been
found to give good agreement with experimental data. Nioeali eddy viscosity models have also been proposed
and applied to the solution of delta wing flow and again alsmashmprovement compared to linear models for
steady state solutions. This is due to the addition of a dégreece on the rotation of the flow in the calculation of
turbulence. However, to date there has been little reséatalapplying these models to unsteady flows and their
ability to accurately predict the important flow phenomend iequencies is largely unknown.

Therefore, to consider the ability of URANS methods to peetlie unsteady behaviour of vortical flow and vor-
tex breakdown, two turbulence models were used, one a IBeassinesq model with a rotation correction for
vortical flows and the other a non-linear model. The caléntat were performed on the test case and conditions
defined in the previous chapter to allow for the relative véha compared to the DES solutions to be considered.
The turbulence models used are, the w with P, Enhancer, which is the Wilcok — w two equation model
with rotation correction for vortical flows [158], and a Ndimear Eddy Viscosity model (NLEVM), which is also
based on th&e— cw model, but which uses an algebraic formulation for the edslgosity instead of the Boussinesq
approximation [170]. Both models are detailed and disaligsth respect to vortical flows in Chapter 2.

In order to fully consider all aspects of the URANS solutighg effect of grid refinement and time step refinement
are considered. The relative modelling approaches andtsdeu each model are the considered before a full
assessment of the ability of the URANS models to predict thtaady behaviour and dominant frequencies is
carried out and discussed with respect to the validated @Edts presented in the previous chapter. Finally, the
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results are discussed overall and conclusions made.

5.2 Effect of Grid Refinement

By their nature, URANS flow solutions are only dependent ad ggfinement for numerical accuracy. As the the
size of the cells in a grid decreases, the numerical accufabyge solution should improve. Before considering the
ability of the URANS models to predict the unsteady vortitalv behaviour, it is necessary to quantify the effect
in the grid refinement for each of the models used. In ordeptwidler this, calculations were performed for the
coarse and fine grids described in Section 4.2.1 with thedim@nsional baseline time step Af = 0.01 using
both models. Probes were put in the flow domain at the samé&dosaas detailed before and, as far as possible,
the resulting analyses have been kept consistent to &eilihe comparisons with the DES results.

5.2.1 k— w model with P, Enhancer

As before, five probes on a plane through the vortex core negire analysed to allow comparisons to be made
using both the mean and unsteady components of the flow. é-fglirshows the location of these probes relative
to the flow features, shown by slices of instantanewwelocity and an isosurface of entropy which shows the
winding downstream of breakdown, for both the fine and cogrgis. From these plots it is evident that the
location of the vortex core with respect to the wing surfad the relative locations of the five probes is very
similar for both grids.

— 5 o ~ -
u velocity / o=t 7 u velocity

(a) Coarse Grid (b) Fine Grid

Figure 5.1: Location of probes though vortex core region garad to instantaneouwsvelocity contours at each
streamwise location and an isosurface of entropy at50, coarse and fine grid comparisons kor w with Py,
Enhancer model

Further analysis of the flow behaviour, shows that the locadf vortex breakdown is different for the two grids.
The mean vortex breakdown location was determined, as éaeffmm the average of instantaneous flow data at
every 100 time steps. From this, the location of vortex bdeakn was found to occur at approximatgjc, = 0.70

for the coarse grid and/c; = 0.83 for the fine results. This difference in breakdown loaatie most likely to be
due to the differences in resolution of the vortex core b&hav From comparison of the contourswf/elocity,

in Figure 5.1, it is clear that the vortex core behaviour ighgly different for the fine grid, with a tighter vortex
core region and the appearance of a shear layer structugs thelvortex. A tighter, more compact vortex core
region may suggest a stronger vortex which may explain tiaydtseam location of breakdown. The difference in
breakdown location is also obvious both from the slice/at = 0.74, which clearly shows a high velocity region
for the fine grid but a region of recirculation for the coarsiel @nd from the isosurface of entropy, which shows
the differences in the winding behaviour downstream of kdean. It is evident from this isosurface, that the
winding for the coarse grid is more elongated, with a largehpangle than for the fine grid, which appears to be
relatively compact in comparison.

The mean and RMS values of the velocity components are shoRigire 5.2 for the five probes mentioned above.
From the mean velocity plot, the relative locations of breakdown are cleath the vortex breakdown occurring
upstream of thet/c; = 0.74 location for the coarse grid. Both upstream and downstieahis location, the mean
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values of both solutions are in good agreement. The agreesnaso very good for the andw components, with
the plane of probes crossing the rotation axis at the sana¢idoc This is downstream of breakdown for the coarse
grid and upstream for the fine grid solutions. As suggestau theu velocity contours before, the greatest differ-
ence in mean velocity occursxtc, = 0.74, however, this does not seem to affect the agreement d@ans For

the probes upstream of breakdown for both cases, it is evilahthe spanwise and normal velocities are slightly
greater for the fine grid, confirming a tighter vortex coreioagand suggesting a stronger vortex occurs for the fine
grid solution.

Considering the RMS velocities and the differences in thieaiur of the two grids becomes more evident.
Upstream of breakdown, the results are very similar for lalé¢ velocity components, however close to and
downstream of vortex breakdown the solutions are quitesidfit. It is clear from the RMS af velocity that

the level of unsteadiness gtc, = 0.74 is very similar for both grids, despite vortex breakdovemihg occurred
upstream of this location for the coarse grid. Further dawasn, the level of unsteadiness has increased for the
fine grid solutions (as vortex breakdown has occurred) vitlleoff for the coarse grid. This is consistent for
the v andw components of velocity, where the coarse grid predicts adriginsteadiness than the fine grid at
x/¢ = 0.74 due to breakdown. Downstream of this the levels drop aff irs clear that the fine grid exhibits
greater unsteadiness in the post-breakdown region.
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Figure 5.2: Mean and RMS velocity components through vacter; coarse and fine grid comparisonsker w
with P, Enhancer model

To further analyse the unsteadiness in the post-breakdegioir, a single probe situated above the trailing edge is
considered for both cases. Itis clear from Figure 5.2 thetigfocation, the mean velocities are virtually identical
for both grids, but that the RMS velocities and thereforeléivels of unsteadiness are quite different. Figure 5.3
shows the time history and results from a PSD analysis ofithelocity signal. From the time history, the most
noticeable difference is that the fine grid solution givesggaa with a greater amplitude than the coarse grid, in
agreement with the RMS values discussed above. Considirfgequency content of the signals, it is clear that
the behaviour is quite different. The coarse grid predietsdominant frequencies at approximat8ty= 2.6 and
4.25 with a much smaller peak evident @t~ 5.2 which is the harmonic of the first dominant peak. The fine
grid, however, only predicts one dominant peak at approtéin&t = 3.4 and some higher frequency content at
St=4.5-7. For the fine grid, it may be suggested that the dominantifeay captured is associated with the
helical mode instability as this is close to the frequenagdrined from the unsteady analysis of the DES results.
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However, the source of the two peaks in the coarse grid gesultot so obvious. It is possible that they are also
related to the rotation of the vortex breakdown winding,diua location much further downstream of breakdown.
This was considered due to the results of the grid refinemadyarried out for the DES results in Section 4.4
where two dominant frequencies were found in the wake flowh&rrdownstream of breakdown. However, the
dominant peaks occurred at frequencies slightly lower thase predicted by the coarse grid URANS. It may be
suggested that this predicted behaviour is similar, howéveher experimental data in the wake downstream of
breakdown is needed to confirm the occurrence of these twodrecies in the unsteady flow.
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Figure 5.3: Time history and PSD analysiswfelocity signal situated above the trailing edge on theesoexis
atz/c; = 0.1; coarse and fine grid comparisons ker w with P, Enhancer model

However, despite appearing to have reasonably predictedrtsteady nature of the flow, it is clear that the behav-
iour of the post-breakdown flow for the coarse grid is quitéedent to the fine grid as shown by the isosurface of
entropy in Figure 5.1. This is confirmed from consideringltedaviour of the flow on a slice through the vortex
core, as shown in Figure 5.4. For the coarse grid, the latatfosortex breakdown does not appear to be well
defined and is very elongated in appearance. The stretclpedmce of the winding is also evident and it is clear
that it does not have a strong, clear structure at the tgpdltge. Looking at the results for the fine grid, it is clear
that in contrast, the location of vortex breakdown is wefired with clear evidence of an increase in vortex core
diameter and helix pattern downstream. Smaller structaliss exist at the trailing edge, which may cause the
higher frequency content found in thevelocity signal. However, these are dissipated very qyidklwnstream of
the trailing edge.
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Figure 5.4: Slice through vortex breakdown region, on algmough vortex corej/s= 0.7 showing instanta-
neous contours of vorticity, coarse and fine grid comparisons kot w with P,, Enhancer model

From this analysis, it is clear that the fine grid producesltesvith greater resolution of the flow features, partic-
ularly downstream of breakdown. The unsteady behavioundtwam of the breakdown also appears to be closer
to the behaviour expected. Therefore, the fine grid resulktba/further analysed and compared to the DES results
in a later section.

5.2.2 Non-Linear Eddy Viscosity Model

An identical analysis was carried out for the non-linearyeddcosity model, using the same grids and compu-
tational set up. Figure 5.5 show the relative locations efftobes used for the analysis compared to the vortex



CHAPTER 5. ASSESSMENT OF URANS FOR PREDICTING VORTEX BREARI/N 133

core location. From these plots the relative locations efubrtex core and probes appear to be similar for both
solutions. The location of vortex breakdown is also cleanfithe isosurfaces, due to the expansion of the core,
and with further analysis it was found that the mean locatiocurs at approximately/c; = 0.77 for the coarse
grid andx/c; = 0.87 for the fine grid results. The difference in location isitmto that found for thé&k— c model

with P, Enhancer discussed above, however the predicted breakdduwnther downstream for both grids.

u velocity| 3 A u velocity

(a) Coarse Grid (b) Fine Grid

Figure 5.5: Location of probes though vortex core region jgarad to instantaneouwsvelocity contours at each
streamwise location and an isosurface of entropgy-at50, coarse and fine grid comparisons for Non-Linear Eddy
Viscosity model

From the instantaneous contourswofelocity, the improvement in vortex core resolution witlidgrefinement is
clear. The vortex core appears to be more compact for the fideugd again there is more evidence of a structure
in the shear layer under the vortex core. Again, this may becttuse of the difference in breakdown location
for the two grids. As with thd& — w model withP,, Enhancer results discussed previously, the behavioureof th
winding downstream of breakdown appears to be quite difterEor the coarse grid the breakdown is less clear
and the winding is elongated with a lazy helical form. For fine grid, the behaviour is more compact and the
winding appears to have a smaller pitch angle.

The mean and RMS values of the components of velocity arersiowigure 5.6 through the vortex core region.
However, unlike for th&k — o model with P,, Enhancer model solutions, the mean velocities for the eoansl
fine grid are quite different. From the meawelocity, the reduction of the velocity as breakdown is apghed is
clear. However for the coarse grid this reduction startsifuther upstream. Although the breakdown is further
upstream for the coarse grid, it still appears that the oofdateakdown also occurs much earlier than for the fine
grid results. This may be related to the size of the vorter cegion in relation to the probe location. This was
suggested by the contourswfelocity discussed above and is confirmed by comparisoneofrtbanw velocity
which shows that the plane of the probes crosses the vortexagés at a point upstream of the fine grid results (the
change in location from inboard to outboard is indicatedHgydhange in sign of the mean velocity). As the vortex
core region is larger it is likely that thevelocities predicted for a given location will be smallerovinstream at
the trailing edge the meanvelocity is almost identical.

Considering the RMS velocities, the unsteady behaviouherwo grids is evident. For the coarse grid, just prior
to breakdown, the RM8 velocity increases significantly to a value almost five tirtied for the previous probe.
This is also evident for the fine grid, but the increase in RM®eity is not so pronounced. It is likely that this
increase is due to the presence of the vortex breakdowndaismilin this region. Far upstream and downstream of
the breakdown location the agreement is good between theagilts, although the fine grid consistently predicts
a higher level of unsteadiness. For thandw RMS velocities, it appears that the level of unsteady behanis
very similar between the solutions. However, some sligifi¢dinces are clear, particularly for theRMS velocity,
both upstream and downstream of breakdown.

The single probe in the post-breakdown flow was also consitifar these cases and the resulting time histories
and PSD analysis are shown in Figure 5.7. As mentioned hédfotle the mean and RMS velocities at this location
were very similar for the two cases. Looking at the time his® it is clear that the fine grid exhibits a signal with
a slightly larger amplitude than the coarse grid. This is algparent from the PSD frequency plot, which shows
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the fine grid signal to have more power. The frequency cormkthie two signals are similar with dominant peaks
occurring for the coarse grid arousd~ 4 and aroundbt~ 3.6 for the fine grid. These frequencies may both be
attributed to the helical mode instability. There is alsuir low frequency and high frequency content, although
the coarse grid consistently predicts the peaks at lowguémrcies than the fine grid.
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Figure 5.6: Mean and RMS velocity components through voetee; coarse and fine grid comparisons for Non-
Linear Eddy Viscosity model
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Figure 5.7: Time history and PSD analysiswofelocity signal situated above the trailing edge on theeso#xis
atz/c; = 0.1; coarse and fine grid comparisons for Non-Linear Eddy \dgganodel

Despite the similarities in the unsteadyelocity signals between the two grids, there are stillagi#ghces in the
behaviour of the flow downstream of breakdown. Figure 5.8wshine breakdown region using instantaneous
contours ofy vorticity on a plane through the vortex core. From this itlesag that the behaviour of the Non-Linear
Eddy Viscosity model on the coarse grid is similar to thatrafk — co model withP,, Enhancer discussed previ-
ously. The vortex winding downstream of the breakdown lioceis very stretched and elongated, as was shown
by the isosurfaces of entropy in Figure 5.5. This is partidylobvious when compared to the fine grid results
which show a defined breakdown region with a clear helicakstire, upstream of the trailing edge. Again, some
smaller structures are predicted for both cases, whichcwillespond to the higher frequencies in the signal.

As with thek — o model withP,, Enhancer, it is concluded that the fine grid results providetéer resolved flow
solution in comparison to the coarse grid results and wglh gesults be used for the remainder of this investigation.
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However, it is clear that the coarse grid gave good appratkims, particularly to the unsteady frequencies present
in the flow, and this should be kept in mind when considerimgréiative cost of the calculations performed.
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Figure 5.8: Slice through vortex breakdown region, on a@ldmough vortex corg;/s= 0.7 showing instanta-
neous contours of vorticity, coarse and fine grid comparisons for Non-Lineddf Viscosity model

5.3 Effect of Time Step Refinement

Unlike DES calculations, the refinement of time step and giie for URANS calculations are not inter-related.
However, just as an increase in grid refinement improves tineemical accuracy of the solution, a refinement in
time step will increase the resolution of the unsteady bigluiavand increase the maximum flow frequency which
can be captured. To consider the effect of this on the flow\iehg the solutions obtained using the Non-Linear
Eddy Viscosity model for the fine grid with the baseline tinbepsof AT = 0.01 were compared to similar results
obtained with a time step dit = 0.005. An analysis similar to that used for the grid refinemeutiys was
performed to compare the results.

u velocity u velocity

(a) AT =0.01 (b) AT = 0.005

Figure 5.9: Location of probes though vortex core region garad to instantaneouwsvelocity contours at each
streamwise location and an isosurface of entropy-at50, time step comparisons for Non-Linear Eddy Viscosity
model

Figure 5.9 shows instantaneouselocity contours and an isosurface of entropy, as befarebéth solutions.
From these plots it is clear that there are a number of difies in the flow solutions. The overall location of the
vortex core appears to be very similar, however the sizeettiie region, the behaviour of the shear layer and the
vortex breakdown location are all quite different. With duetion in time step, the size of the vortex core appears
to increase as suggested by the contoutsw@ocity, although the maximum axial velocity is not foundricrease
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significantly. Also evident is a difference in the strengthte shear layer structure found inboard of the vortex
core region, this is not as clearly defined for thie= 0.005 time step results. Considering the mean location of
breakdown, it was found that with a decrease in time stepthizdocation of breakdown moves upstream from
x/¢ = 0.87 for AT = 0.01 tox/c, = 0.81 for AT = 0.005. This may again be attributed to the change in vortex
core behaviour as a compact vortex core suggests a stroogex €ore and thus a delay in breakdown. For the
grid refinement study, these differences were attributelédmproved grid resolution of the vortex core region.
However, these results suggest that the level of unstesslofehe flow is also important for the prediction of the
vortex core behaviour and vortex breakdown. The differendke location of breakdown and the winding of the
helical mode instability in the post-breakdown region dse ahown from the isosurfaces of entropy in Figure 5.9.
From this comparison, it is clear that the winding is morengkted for the finer time step in a similar manner to
the coarse grid results shown in the previous section,quéatily in comparison to thAt = 0.01 results.

-a [UCAT=0.01
- [WOAT = 0.005
- U Ar1=0.01

ms
-+ U At =0.005

|
]
T

Velocity
P

0.5

----------

! L 1 h H f H H
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Chordwise Location (x/cr)

(a) u velocity

T T T T T T T T T
o +
_0.5k —= [V[AT=0.01
i —= (V[T = 0.005
JE At=0.01
-1f _+ V__AT=0.005
rms

H H H H H H H
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Chordwise Location (x/g)

Velocity

(b) v velocity

o

Velocity

-& (WAt =0.01
o0 -=— [W[AT = 0.005
- — W AT=0.01
—4 W___At=0.005
rms

H H H H H H H
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Chordwise Location (x/g)

(c) wvelocity

Figure 5.10: Mean and RMS velocity components through xortge; time step comparisons for Non-Linear
Eddy Viscosity model

For all mean velocity components it is clear that far upsired the breakdown at/c; = 0.53 and 063, the so-
lutions are in very good agreement. Closer to the breakdegion atx/c; = 0.74 the agreement between the
solutions reduces, due to the differences in vortex breakdocation. Further downstream, the finer time step
results exhibit a greater reduction of velocityxdt; = 0.84 than the coarse time step results. However, by the
trailing edge region, as found for all the other comparisding mean velocities are, again, in agreement. This
is also the case for the other components of velocity. Theekirdifferences are afc, = 0.84 for the mearv
velocity andx/c; = 0.74 for the meanv velocity. As before these differences are most likely to $soaiated with

the relative difference in location of breakdown and the siad strength of the vortex core region.

Considering the RMS velocities, it is clear that reducirgtime step has a significant effect on the unsteady nature
of the flow, as expected. Upstream of breakdown, there is arafiveduction in all the RMS velocity components
for the fine time step. However, as the flow approaches thextrieakdown location there is much greater exci-
tation of the flow than for thé&t = 0.01 results. For the RMS velocity, it is clear that the level of unsteadiness
increases upstream of the breakdown locatiaxyat = 0.74, which may be due to the influence of the motion of
the vortex breakdown location. This level increases agahdownstream of breakdown to a level greater than
with At = 0.01, despite its increased distance from the location ofdsl@an. Then it reduces to a value less than
the coarse time step results at the trailing edge. The betieef the spanwise and normal RMS velocities are very
similar, with an increase of unsteadiness downstream afkol@vn, before a reduction to a level below coarse
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time step results. If the location of breakdown is considestative to the levels of unsteadiness of each case, it
may be suggested that unsteadiness in the post-breakdawfofithe fine time step remains higher for a greater
distance downstream.

Before discussing the unsteady behaviour predicted franptbbe data for each case, it is important to consider
the expected levels of temporal resolution for each casedigaissed in Section 2.6, the maximum frequency
which can be captured in the flow is determined by the time @epample rate) of the signal based on a number
of criteria. The baseline time step &f = 0.01 was used as an example and it was determined that the maximu
non-dimensional frequency would 8= 10 for this case. Applying the same method toMte= 0.005 time step
and the maximum frequency increasesSte= 20. It is important to remember that this is grid independent
URANS. It was shown for the DES results that a maximum Strbohmber of 40 should have been obtainable
but that the grid refinement limited this to approximatety= 10. Therefore, the comparison between the unsteady
behaviour of the two solutions is very interesting and itXpected that the finer time step will exhibit higher
frequency content than the coarse time step.

To consider this expectation, two probe locations wereide@ned. These were close to breakdown for both cases at
x/c¢; = 0.84 and downstream, above the trailing edge. Figure 5.11stwtime histories and PSD analysis of the
u velocity signals at these two locations. The increase itaaainess for thAt = 0.005 solution ak/c, = 0.84

can be considered further and it is clear that the finer tirap stsults not only contain low frequency content
associated with the oscillation of breakdown location,dnetalso influenced by the helical mode winding, which
will cause an increase in unsteadiness in the RMS velocibyvévyer, downstream the content of the two signals
is very similar, and it is surprising to note that there isikmenergy in the higher frequencies at this location for
both solutions. For both locations the lower frequency enhis almost identical for the two cases, indicating that
the behaviour of the vortex breakdown oscillation is undehwith time step size. The expected higher frequency
content for the finer time step is not apparent and for bothtswis there is virtually no energy in the solutions
above approximatel$t = 14 for either case. It is clear from this comparison that,aagte DES results in the
previous chapter, the majority of the dominant flow featimeéhe post-breakdown flow occur at Strouhal numbers
less than 10 and are not greatly affected by the decreasaérstep size.

0.

) T T T T T T T T
— At=001
0.6 — AT=0.005

u Velocity PSD
o o o
w _» O

o
Ny

u Velocity
o
o

°
o =

" wﬂu\_.ﬂ.

s s s s s s s s s s s
30 32 34 36 38 42 44 46 48 50 0 2 4 6 8 10 12 14 16 18 20
Non Dimensional Time Strouhal number

(a) x/cr =0.84

T T T T T T T T
— At=01
0.0 — At =0.005

l’ I m“]{ fl l"ﬂ’v l\" M w r'ﬂWH m WM \y

0 0.01)

o

o

U Velocity
U Velocity PSD

-0.

1 1 1 L L L VL L, J n L L
40 42 44 46 48 50 52 54 0 2 4 6 8 10 12 14 16 18 20
Non Dimensional Time Strouhal number

(b) x/c; =1.00

Figure 5.11: Time history and PSD analysisw¥elocity signals for two probes situated on the vortex axis a
z/c; = 0.1 above the wing surface; time step comparisons for Nondrikeldy Viscosity model

The structure of the vortex breakdown region is shown in Fdu12 using contours of instantanegusrticity

on the probe plane through the vortex core region. From thigparison, it is clear that the behaviour downstream
of breakdown is very similar for the two cases. However, gtgmes appear to be slightly more smaller vortical
structures in the flow for thAt = 0.005 solution. Therefore, the resolution of the expecteadkrg of the flow
into smaller structures downstream of breakdown has ondy learginally improved for this case. As with all
other results this behaviour does not appear to continu@skogam of the trailing edge and this is likely to be due
to the rapid reduction in grid resolution in this region fbetfine grid as discussed for the DES results in Section
4.4.
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From this analysis of the effect of time step on the Non-Lirte@dy Viscosity model URANS results, it is clear
that the flow behaviour is sensitive to the level of prediatadteadiness in the flow such that the strength of the
vortex and the location of breakdown changes. However,rdguencies of the unsteady phenomena in the flow
do not appear to be affected. The increase in time refinenasrdalfowed the URANS turbulence model to capture
a few more small structures in the flow, however, this doesaotspond to an increase in the presence of higher
flow frequencies. Therefore, it may be concluded that far tipe of flow a time step afr = 0.01 is adequate to
capture the important frequencies of the flow.
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Figure 5.12: Slice through vortex breakdown region, on a@larough vortex corg;,/s= 0.7 showing instanta-
neous contours of vorticity; time step comparisons for Non-Linear Eddy Visitg model

5.4 Comparison between Non-Linear Eddy Viscosity Model andk — w
with P, Enhancer Model

Before making comparisons with the DES results from theipres/chapter, it is necessary to consider the relative
behaviour of the two URANS models. Comparisons of the sohgtifrom the two models, the— w with P, En-
hancer and the Non-Linear Eddy Viscosity model on the find gre shown. The comparisons were made using
the baseline time stepr = 0.01. Figure 5.13 shows the comparisons of the mean and RMS8ityedmmponents

for the five probes in the vortex core region detailed in trevjmus sections. The vortex breakdown locations for
these results ane/c; = 0.83 for thek — w with P,, Enhancer model and/c; = 0.87 for the Non-Linear Eddy Vis-
cosity model. Comparison of the vortex core behaviour issshim Figures 5.1(b) and 5.5(b). From the contours
of instantaneous velocity it is clear that the vortex core region for the Noiméar Eddy Viscosity model is much
more compact than the— w with P, Enhancer model. It also appears that the probes sit closlee tortex core
axis in the spanwise direction for the- w with P,, Enhancer model results. The behaviour of the shear layer
emanating from the leading edge is also quite different arebdot appear to curve upward to form the vortex,
instead an inflection point is evident outboard of the leg@idge where the shear layer suddenly changes direction
inboard to create the roll up into the primary vortex. Thiaésompanied by a larger and stronger secondary vortex
in this region, which is also suggested from the entropyigase.

Considering the behaviour of the mean velocity compondrits¢lear that the location of breakdown is the cause
of the greatest differences. For the meavelocity this shows that the level of axial velocity does detrease
as significantly for the Non-Linear Eddy Viscosity model the probes downstream of breakdown as for the
k — w with P, Enhancer model. However, upstream of breakdown and ataliedr edge, the behaviour is very
similar. The mean velocity in the spanwise and normal divestalso exhibit similar behaviour. Emphasis of
the relative size and location of the vortex cores are obthbyy consideration of the meanvelocity. The Non-
Linear Eddy Viscosity model predicts consistently lowerameralues, suggesting that the probe is further from
the core axis and that the vortex is weaker. This means thatdttex core is further inboard for the Non-Linear
Eddy Viscosity model, however the locations are similariia hormal direction. A further appreciation of the
differences between the solutions predicted by each modglba obtained from analysis of the RMS velocities
in the vortex core region. It is evident that the velocity fuations in the spanwise and normal directions are
greater upstream of breakdown for the Non-Linear Eddy \&gganodel, but much less in the downstream region.
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However, further downstream at the trailing edge, the lefeinsteadiness is similar for the two models. For the
streamwise velocity fluctuations, indicateddpys, the solutions exhibit similar behavioungftc, = 0.84 although
this location is downstream of breakdown for the w with P,, Enhancer model and upstream for the Non-Linear
Eddy Viscosity model solution. Despite the differences iedkdown location, it is clear that the effect of the
vortex breakdown at this location is the same for each cabis. i due to this probe being within the oscillating
region of breakdown for both cases. Upstream of breakdawis,dgain clear that the level of unsteadiness is
greater for the Non-Linear Eddy Viscosity model solution.
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Figure 5.13: Mean and RMS velocity components through xartee; comparison df — w with P, Enhancer,
At =0.01, and Non-Linear Eddy Viscosity mod@r = 0.01, for the fine grid
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Figure 5.14: Time history and PSD analysisw¥elocity signals for two probes situated on the vortex axis a
z/¢; = 0.1 above the wing surface; Comparisorkef w with P,, Enhancer and NLEVM models for the Fine grid
atAt =0.01
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To further consider the post-breakdown flow behaviour,@dfirough the vortex core region in the plane of the
probes is taken and instantaneous contouys/ofticity are analysed as before. Figure 5.14 shows thesgtsgor
both turbulence models. At this instant in tinte= 50, it appears that the location of breakdown is in agreement
for the two solution and it is evident that the winding of tipéral breakdown is clear in each case. From the three-
dimensional flow behaviour, shown by the isosurfaces ofogytrthis behaviour also appeared to be very similar.
However from these plots, a number of small differences énpbst-breakdown flow behaviour are evident. The
onset of breakdown and the change from a clear vortex to taakdown spiral appears to be more pronounced
for the k — w with P, Enhancer model and the post-breakdown region for the NaedriEddy Viscosity model
solution appears to be smaller in extent in the normal dwecHowever, the location above the wing is the same.
The streamwise extent of the flow behaviour is also smallethfe Non-Linear Eddy Viscosity model solution,
however both cases clearly show the effect of the decreag@dmefinement downstream of the trailing edge and
the resulting decrease in numerical accuracy in this rediomther consideration of the relative behaviour of the
two URANS models can be obtained from analysis of the ungtbabaviour in the vortex core region in a similar
manner to the DES results described previously in Section 4.

5.4.1 Unsteady Behaviour predicted by URANS Solutions

Figures 5.15 and 5.16 show the unsteady flow behaviour atatie location considered above, for the w
with P,, Enhancer and Non-Linear Eddy Viscosity models respegtivabnsidering the unsteady behaviour of the
k— w with P, Enhancer model in the first instance. For this case, it isddbat the probes af/c; = 0.53, 063 and
0.74 are upstream of breakdown, with all probes sitting abbeevbrtex core axis. The probexafc, = 0.53 sits
within the shear layer and the probexdt, = 0.63 sits in the region between the vortex core and the shear. lay
As breakdown occurs af/c; = 0.83, the probes at/c, = 0.84 and 10 are within the post-breakdown region.

Considering the flow behaviour in the streamwise directtbeu velocity traces show that, upstream of break-
down, the unsteady oscillations of the velocity have reddyi low amplitude, particularly in comparison with the
behaviour downstream of breakdown. »tc; = 0.53, the trace exhibits a slightly larger amplitude and highe
frequency than for the probes closer to the vortex core, dits bocation in the shear layer. This is likely to be due
to the presence of shear layer instabilities xAt; = 0.84, the velocity time history shows a large amplitude, low
frequency oscillation consistent with the fluctuation oftea breakdown location and it is evident that the break-
down location passes over this position at a number of ies&in the time trace as the velocity decreases below
zero, suggesting recirculating flow. A higher frequencyadie exists in this signal also. Further downstream,
at the trailing edge, the low frequency behaviour appeatsat® disappeared and a higher frequency remains.
Considering the spanwise and normal velocity behaviouriaisdevident that these trends are similar for each
component of velocity. However, larger amplitude osditlas are found to occur in the/c, = 0.84 signal as the
breakdown moves upstream of the probe location.

From analysis of the frequency content of the time traceapatier of dominant flow frequencies can be identified.
For the streamwise velocity, it is evident that there are deminant frequencies in the probes used in this inves-
tigation. Atx/c, = 0.84, the dominant frequencies in the signal appear to beedamoundst= 0.07, which has
previously been identified with the oscillation of vortexeekdown location. A second smaller peak is also evident
at approximatel\St = 3.25 and is associated with the helical mode instability anddivig. This is the higher
frequency mentioned above. Further downstream of breakditwe frequency is also dominant, however appears
to have more energy. With a closer look at theelocity PSD analysis, further frequencies may be detezthin

the signals upstream of breakdown. It was found that theedffiethe oscillation of breakdown location was also
mildly felt upstream of breakdown af'c; = 0.74. Atx/c, = 0.53, the higher frequencies associated with the time
trace described before were found to correspon8tts 5— 8, which is within the possible frequency range for
shear layer instabilities.

For the spanwise velocity, the helical mode winding frequyestominates the PSD analysis occurringtd: 3.25

as before, but with a slightly broader frequency peak. Tigigdency is most dominantstc, = 0.84, with the en-
ergy at this frequency close to the trailing edge being §icamitly less. Also present afc, = 0.84 is evidence of a
spanwise oscillation of the vortex breakdown location witihequency peak again centredsat= 0.07. Upstream

of breakdown, similar low energy frequencies are presetiténmangeSt~ 5— 8. This pattern is also evident for
the normal velocityw, with the same frequencies appearing. However, the effélseovortex breakdown location,
although present, is not as significant. It also appeardtibeatignal at the trailing edge has some content at similar
frequencies as that found for the probe within the shear|8te:5— 7.

A similar analysis can be carried out for the Non-Linear Edscosity model results. Consideration was given
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Figure 5.15: Unsteady behaviour of hon-dimensional vejamdmponents at probes through vortex core region
shown by time histories and PSD frequency plotsferw with P, Enhancer modelA\r = 0.01
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Figure 5.16: Unsteady behaviour of non-dimensional vefomdmponents at probes through vortex core region
shown by time histories and PSD frequency plots for NLE\A = 0.01
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to the location of the probes with respect to the vortex comation and it was determined that the probes at
x/¢; = 0.53, 063 and 074 are all in similar locations to those for the- w with P,, Enhancer model, upstream
of breakdown and above the vortex core. However, as the nueation of breakdown was found to be further
downstream for this case, the probexat, = 0.84 is upstream of breakdown. The probeat, = 1.0 is in the
post-breakdown flow as before. Consideringthelocity time traces, it is evident that there are both sanities
and differences compared to the- w with P,, Enhancer model results. Upstream of breakdowm,/at = 0.53

the behaviour is similar to the— w with P,, Enhancer results, however the amplitude and frequencyedditnal
appears to be larger. This is also true for the probegat= 0.63 and 074. The trend of amplitudes between the
upstream probe locations is, however, the same as befoleefAse, ak/c; = 0.84 the behaviour is quite different
with a high amplitude, low frequency oscillation being et superimposed on to a smaller amplitude, higher
frequency fluctuation. This is in agreement with the w with P,, Enhancer model results. However, from the
signal, it is clear that the breakdown location does notllaseiover this probe position. This indicates the effect
of the vortex breakdown location on the vortex core propsitipstream of breakdown, which is not evident from
thek — w with P, Enhancer model results. Downstream of breakdown, a highquéncy is again found in the
time history at the trailing edge and the amplitude appeaatetof a similar size to the— w with P,, Enhancer
model results.

Differences in the flow behaviour are also apparent from plamwise and normal velocity time traces. Upstream
of breakdown, the behaviour is similar to tke- w with P, Enhancer model results, however as before, the am-
plitudes of the signals are larger. This is particularlyetfar thew velocity traces, which have amplitudes which
appear to be 2 to 3 time larger than the corresponding sidraatsthek — w with P, Enhancer model solution.
Close to breakdown, however, the behaviour of the unsteadydppears to be quite different. In tke- w with

P, Enhancer model results, the amplitude of the signal fronxflee= 0.84 probe exhibited an amplitude mod-
ulation as the breakdown location was found to move over tbhbeplocation. Clearly, as this does not occur for
the Non-Linear Eddy Viscosity results, there is no modalatind it is found that the amplitude is considerably
less. At the trailing edge, the behaviour of the time traggsear to show the best agreement with khew with

P., Enhancer model solutions, although the frequency of théufuions does appear to be higher.

As before, the frequency content of these signals was ceresidrom PSD analyses of the time traces. Consider-
ing the frequency content of thevelocity signals, it is again evident that a number of domtrfeequencies are
present. Low frequencies associated with the fluctuatibmernex breakdown location are evident, for the signal
at 0.84. In this case, it appears that there are two dominant érecjas, one centred 8t~ 0.07 and a second oc-
curring atSt=: 0.6. There does not appear to be much energy at higher frecasesidhis location, however, there
is a slight indication of frequencies in the rarfgfe= 3.5— 4. Downstream of the breakdown locatiorxat; = 1.0

this higher frequency randggt~ 3.5— 4 is much more dominant, however it has a much reduced energithan
that found in thek — w with P,, Enhancer model results. This is likely to be the frequenspaated with the
helical mode winding as it occurs at a similar frequency amtbbefore. Closer analysis of the probes upstream
of breakdown, show that there is also little energy in thebpmoatx/c, = 0.63 and 074, although evidence of a
very small upstream effect of the helical mode winding andesobreakdown location is found afc, = 0.74,

by changing the scale of the plot. Atc, = 0.53, energy within the signal is greater with dominant fratpies
occurring in the rang&t= 4 — 7. This is in good agreement with the- w with P, Enhancer model results
however, the energy at these frequencies is slightly greSimilar frequencies are also found in thé, = 0.63
signal, but at a much reduced level. Overall it is found théth the exception of the frequencies found within the
shear layer region, the frequencies predicted for this aeseonsistently higher than those found for khe w

with P, Enhancer model.

As before, the spanwise and normal velocities show simikegifency content, however there are, again, some
differences compared to the- w with P, Enhancer results. The most striking difference is the aionssf the
large dominant peak for the/c; = 0.84 probe at the frequency associated with the helical modding. This

is again due to the location of breakdown not moving upstreéthis point in the unsteady solution. For the
v velocity, it also appears that there is no evidence of a sjgnmotion of the vortex breakdown oscillation at
this location. However, a small peak is clear in therelocity PSD plot. Downstream of breakdown, however,
this frequency content is clear for thevelocity but not for thew velocity signal. The frequency content for the
helical mode winding, however, occurs for both cases an@agpto have a similar level of energy compared
to thek — w with P,, Enhancer model results. Very low energy frequency conteatdo found for the probes
upstream of breakdowr,/c, = 0.53 and 063, at the frequencies mentioned for theelocity, with the dominant
frequencies appear to be higher for theslocity PSD analysis than thevelocity, these frequencies a&¢=4—7
andSt= 3— 5respectively. As before, these frequencies are likelyetagsociated with the shear layer behaviour.
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5.4.2 Effect of Eddy Viscosity Treatment

In order to further understand the comparisons and difftereretween these flow solutions, it is necessary to
consider the differences in formulation of each model. Buotidels used in this investigation modify the linear
Boussinesq based Wilcdx— w model to account for the rotation present in the flow due tol¢laeling edge
vortices. Thek — w with P, Enhancer model applies a modification which accounts faicadrflows. This mod-
ification enhances the production of the dissipation in ptdeeduce the turbulence and the eddy viscosity in the
vortex core. Whereas the Non-Linear Eddy Viscosity modekuan approach derived from a explicit algebraic
Reynolds stress model, which models the Reynolds stresggs lioth strain rate and rotation tensors. This adds
extra terms to the calculation of the Reynolds stress teastresults in a non-linear formulation. Further detail
of each model was given in Chapter 2.

Before considering the relative behaviour of each modedl irséhis investigation, it is important to consider the
turbulent behaviour of the baseline model, the Wil&sxw model. A similar unsteady calculation was performed
to allow this comparison. Instantaneous contours of the odtturbulent eddy viscosity to the laminar viscosity
are shown in Figure 5.17 for these results. In the discussidhe Wilcoxk — w model in Section 2.4.1, it was
stated that the main issue with standard Boussinesq mamtelsiftical flows is that there is an overproduction of
turbulence within the vortex core region. This is due to thedr dependence of the Reynolds stress tensor on
the strain rate tensor with no accounting for the rotatiothefflow. As a result, the levels of eddy viscosity are
large due to its dependence brand w (See Equation 2.58). It is clear from Figure 5.17 that thelkeof eddy
viscosity are indeed very high in the vortex region aboveihg surface and that there is no distinction between
the core region, shear layer or breakdown region. As diseclibsfore, this generally results in the prediction of
a very weak vortex system, which is sensitive to instab#itin the flow. The over-prediction of turbulence also
causes the unsteadiness of the flow to be dissipated duertor@ase in turbulent mixing and the solution becomes
unrealistically steady in nature.

Figure 5.17: Slice through vortex breakdown region, on a@khrough vortex corej/s = 0.7 showing instanta-
neous contours qfi; /u for Wilcox k — w model

Figure 5.18 shows similar contours of the turbulent behavibrough the vortex core for the— w with Py, En-
hancer and Non-Linear Eddy Viscosity models. Also showrcargours of instantaneous turbulent kinetic energy
for comparison. With th&, Enhancer applied to the— o model, the levels of eddy viscosity are found to reduce
in the vortex core. This is due to the enhancemenbah regions of high rotation as described in Section 2.4.2,
reducing the production of turbulence. The eddy viscostgalculated in the same way as the Wildox w
model, thus as is increased anklis reduced, the eddy viscosity also reduces. Itis clear frayure 5.18(a), that
comparably high regions of turbulence still exist withie $hear layer region and downstream of the vortex break-
down location. However, even in these regions the levelsiddulence are reduced by two orders of magnitude
compared to the standard Wilc&x- o model. This is evident from the comparison of the eddy vigga®ntours

in these regions.

Considering the turbulent contours for the Non-Linear Edthzosity model, it is clear that the overall behaviour
is quite different. Upstream of the trailing edge, thereititel evidence of turbulence in the flow, with both the
ratio of turbulent eddy viscosity to laminar viscosity ame turbulent kinetic energy exhibiting values close to
zero in this region. It appears that the levels of these blagonly increase in the shear layer region of the flow
downstream of the trailing edge. As stated previously, koteen is found to occur at approximatelyc, = 0.87
and it would be expected that the flow would be turbulent dasasn of this location. However, this clearly does
not occur immediately. However, despite this, the vortexecegion is laminar, which is the most important factor
in the prediction of the flow behaviour, as described presipurhe reduction of the eddy viscosity and turbulence
in the vortex region was expected from the formulation ofriedel. The extra anisotropy term of the Reynolds
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stress equation reduces the production of turbulence ifidiveand the eddy viscosity of the model is reduced,
particularly in the vortex core regions, due to the depen;zlelhthecﬁff term on the rotation of the flow. However,
it appears that this non-linear modification of the modeljates a virtually laminar solution throughout the entire
vortex region.
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Figure 5.18: Slice through vortex breakdown region, on a@karough vortex core;,/s= 0.7 showing instanta-
neous contours qfi; /u and turbulent kinetic energy for both URANS models, fine ghid= 0.01

(a) k— w with P, Enhancer (b) NLEVM

Figure 5.19: Slice through vortex regiondt, = 0.84 showing instantaneous contourg.®f u for both URANS
models, fine gridAt = 0.01

To further consider the turbulent behaviour through th@esoregion and particularly to consider if there are re-
gions of turbulence apparent in the Non-Linear Eddy Vidgasiodel solution, a slice was taken through the vortex
atx/c, = 0.84. Figure 5.19 shows this slices with instantaneous costolyt /U, as before. This plane is just

downstream of breakdown for both solutions. Forkhew with P,, Enhancer model, the widened laminar vortex
core region is clear with higher levels of eddy viscosityrfdun the shear layer and a smaller low viscosity region
evident which corresponds to the secondary vortex coremegior the Non-Linear Eddy Viscosity model solution,

the behaviour is again very different, however it is cleat tturbulence exists in the solution, in the shear layer
close to the leading edge and within the secondary vortaamegiowever, this does not extend around the vortex
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region and the flow is virtually laminar in all other regions.

Returning to the comparisons between the two models disdym®viously and the fact that the Non-Linear Eddy
Viscosity model is predicting a very laminar flow may explaome of the differences witnessed between the two
solutions. For example, it was found that the location ofghmary vortex was further inboard for the Non-Linear
Eddy Viscosity model solution than for the— w with P,, Enhancer results. This is due to the larger secondary
vortex also noted in the previous section. The larger, gigosecondary vortex occurs as a result of the laminar
behaviour within the boundary layer and the secondary séiparcaused by an adverse pressure gradient. As
mentioned before, Hummel [48] showed that a laminar sejparatuses a larger and stronger secondary vortex
than a turbulent separation. Further evidence of this iebagan be obtained from consideration of the surface
streamlines, as shown in Figure 5.20. As stated in the get&mriof the calculations given in Chapter 4 a forced
transition was set on the grid at a streamwise location of@pmatelyx/c; = 0.36 and therefore it is assumed
that transition will occur just downstream of this locatiwhere the turbulence model is active. Considering the
surface streamlines for the— w with P, Enhancer model, it is clear that this is the case. This i<atdd by the
outboard inflection of the secondary separation line, aars¢ipn will occur earlier for a laminar boundary layer
for a given adverse pressure gradient. However, for the Noear Eddy Viscosity model results, this inflection
of the secondary separation line does not occur until apmatelyx/c, = 0.64. This suggests that the increase
of ur in the flow is too gradual, resulting in a delayed transitioturbulent flow. The strong secondary vortex is
also evident from the surface pressure coefficient contshws/n.

(a) k— w with P, Enhancer (b) NLEVM

Figure 5.20: Surface streamlines showing comparable li@inaef secondary separation line after transition to
turbulence ak/c; =~ 0.36 for both URANS models, fine gridyst = 0.01

Reconsidering the unsteady behaviour of the solutionsesoithe differences in the predictions may also be
attributed to the levels of turbulence within the vortexioeg It was found that the vortex breakdown oscillation
predicted by the Non-Linear Eddy Viscosity model exhibitgraater upstream influence on the flow behaviour
than for thek — w with P,, Enhancer model. This is likely to be due to the decrease sipditon and mixing
which comes with a laminar flow, resulting in the effects ofisturbance to be felt further upstream than for a
turbulent flow. Thus, the eddy viscosity of tke- w with P,, Enhancer model dissipates these fluctuations. This
increase in influence results in a higher energy of the peaftigied by the PSD analysis for the dominant fre-
guency of breakdown. However, downstream of breakdown éh@viour changes and the levels of energy in the
dominant peaks reduce compared to khew with P, Enhancer model solutions. This may also be due to the
levels of turbulence in the flow solution. For low levels oflgdriscosity and turbulence, there will be much less
turbulence mixing compared to the- w with P, Enhancer model solutions. This acts to smooth the gradaénts
the mean flow fluctuations, resulting in a lower energy fosthgequencies.
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However, despite the largely laminar behaviour of the flow #re differences compared to tke- w with P,
Enhancer model described, the Non-Linear Eddy Viscositdehexhibits reasonable results, with similar domi-
nant frequencies and behaviours. This further confirmsulggestion that the level of turbulence predicted is not
a significant factor in predicting the major flow phenomenowndstream of vortex breakdown. However, it may
serve to show that with a better resolution of the turbulénabe flow, the dominant frequencies will be lower.
However, further investigation would be needed to statedbnclusively.

From these comparisons and the discussion of the perfoenafreach model it may be concluded that for this
investigation that thd& — w with P,, Enhancer model has predicted the flow behaviour more a&durathese
solutions will now be compared with the DES results detaitethe previous Chapter to asses the ability of the
model to predict the unsteady vortex flow.

5.5 Comparison of URANS and DES

Having made comparisons with other URANS models and coeduiat the behaviour of the solution using the
k— w with P, Enhancer model on the fine grid with a time stehof= 0.01 is reasonable, it may now be compared
to the results of the DES investigation detailed in the presiChapter. This comparison will provide a measure of
the applicability of this linear URANS model with rotatioorection to unsteady delta wing vortical flows. The
DES calculations discussed in detail in Chapter 4 were pmdd using the fine grid with refined trailing edge
region, as it was found in Section 4.4 that an increase ingefent in the trailing edge region slightly improved
the resolution of the turbulence and unsteady behavioureflow. However, for the URANS calculations, this
refinement is not necessary, as the solutions are only naatigrdependent on the grid refinement. Therefore, as
stated in the previous sections, all URANS calculationsvparformed using the fine grid. To allow for a fair com-
parison and to keep the grid consistent, the DES solutiohefirte grid will be used in this section for comparison.

Figure 5.21 shows the comparison of the mean and RMS velooityponents for the two turbulence treatments
in the same manner as before. It is clear from these plotsotheatll the solutions are in reasonable agreement.
Considering the meamvelocity, it is clear that th& — w with P,; Enhancer model predicts values which are lower
than the DES results for all probe locations. It is also evidleat the mean location of breakdown is predicted to
be slightly further upstream, which is likely to be due to firediction of a lower core velocity upstream of break-
down. The mean breakdown location for the w with P,, Enhancer model solution is approximatgjc, = 0.83

and for the fine grid DES results it is approximatefg, = 0.85. The RMSu velocity shows good agreement for
all probe locations except the probe closest to breakdowycat= 0.84. It is clear that there is considerably more
unsteadiness in the flow for the DES solution at this locafidnis may be due to greater fluctuations of the vortex
breakdown location in the streamwise direction for the DEI8t&n.

The mean and RMS spanwise velocity show very good agreenetéwebn the two solutions, showing that the
location above the wing is the same for each solution. Howekiere is a consistent difference in the mean
velocity predictions. This shows that tke- w with P,, Enhancer model predicts a higher normal velocity suggest-
ing that either the core region is larger than for the DESItesu that the vortex sits slightly further inboard. As
this difference is consistent both upstream and downstidtre breakdown location, it may be suggested that it
is the location of the vortex core which is different. The RMSelocity shows that there is more unsteadiness
predicted for the DES model upstream of breakdown in thisation, but that close to breakdown tke w with

P, Enhancer model results exhibit a higher unsteadiness. Btogam of breakdown, the levels appear to be the
same for all RMS velocity components.

To consider the relative post-breakdown behaviour, inateous contours gfvorticity are shown in Figure 5.22
through the vortex core region. It is clear that at the instampared, the location of breakdown is very similar
for the two solutions. This occurs at approximatelg, = 0.80 for thek — w with P, Enhancer model solution
and just upstream of this location for the DES solution. Theakdown appears to be similar in form for both
solutions with a sudden change in the behaviour of the varbe®. Downstream of breakdown, the behaviour is
also very similar with the vortex core winding evident in bbeblutions. However further downstream it is clear
that more smaller structures exist in the DES solution. Wheithek — w with P, Enhancer model results show
some structures, however these appear to be smeared d@ggdtin the trailing edge region. It is also evident
that the shear layer is clearer in the DES solution both epstrand further downstream of the trailing edge.
However, the area covered by the breakdown region is the &amach solution.
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Figure 5.21: Mean and RMS velocity components through xartee; URANSk — w with P, Enhancer model
compared to DES solutions
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Figure 5.22: Slice through vortex breakdown region, on a@karough vortex core;,/s= 0.7 showing instanta-
neous contours of vorticity at T = 50, for URANSk — w with P, Enhancer model and DES

5.5.1 Comparison of Unsteady Flow Behaviour Prediction

Figures 5.23 and 5.24 show the time histories and PSD arsalgs¢hek — w with P,, Enhancer model and DES
solutions, respectively. Considering the time historresidlly, the amplitude and the unsteady behaviour of each
component of velocity can be considered. It is clear thatrepm of breakdown, at/c; = 0.53, 063 and 074
probe locations that the amplitude and oscillation of aleéhcomponents of velocity are very similar for each
model. However, ax/c, = 0.74 for theu velocity, it is clear that for the DES solution, the osciltet of break-
down appears to have a more significant effect than foikthew with P, Enhancer model. The behaviour at
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Figure 5.23: Unsteady behaviour of hon-dimensional vejamdmponents at probes through vortex core region

shown by time histories and PSD frequency plotsferw with P, Enhancer modelA\r = 0.01
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x/c; = 0.84 is also slightly different for the DES solution with thecldion of breakdown clearly sitting down-
stream of the probe location for almost half of the signagntit moves upstream and seems to oscillate over the
probe location as the velocity appears to oscillate about. zEor thek — w with P,, Enhancer model solution,
breakdown appears to oscillate over the probe locatiorhimthole signal length, although it is clear that this is
not the mean location. The change in behaviour for the DES&isol also appears for theandw velocity traces,
with an increase in amplitude evident. The results frorktheo with P,, Enhancer model calculation exhibits this
larger amplitude for a larger portion of the signal, whiclpaars to occur when breakdown is close to or upstream
of the probe location. Downstream at the trailing edge theabm®ur is again very similar.

Considering the frequency content of the probe signald®iwo models, it is clear that the magnitude of the fre-
guencies are very similar. The PSD analyses of the velooityponents show that the oscillation of the breakdown
location and the frequency associated with the helical nvadding are both present. These occuSat 0.07
andSt= 3.25, respectively for both models. However, the power oféHesquencies within the signals are quite
different. The energy in the oscillation of breakdown freqay is much larger for the DES solution compared
to thek — w with P, Enhancer model results. For thevelocity, the energy of the DES oscillation is almost ten
times larger. However, the energy of the helical mode intalirequency is consistently larger for the— w
with P, Enhancer model solutions. Higher frequency contei@tat 5— 7 is also present in both solutions. The
agreement between the solutions can be seen more clearlyelsylylcomparing the signal from a single probe in
the flow. Figure 5.25 shows thevelocity time histories and PSD analysis from the probe alibe trailing edge
for each solution. These plots further confirm the discusgiwen above. The time histories show that although
the signals behave differently with time, it is clear that #implitude and oscillation of the signals are very similar.
Considering the PSD analysis, this highlights that thelfeggries present in the signals are almost identical, with
the main differences being due to the relative energy of éaciuency. It is clear that the energy of the higher
frequencies are the same.

From this unsteady analysis and the analysis of the mean #awviour, it is evident that the URANS model is
capable of predicting the same dominant flow features ampliéecies as the DES model.
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Figure 5.25: Time history and PSD analysisiaflocity signals for a probe situated on the vortex axggt= 0.1
above the wing surface for URANS- w with P, Enhancer and DES solutions

5.5.2 Effect of Eddy Viscosity Treatment

The relative behaviour of the solutions can also be consiierlight of the turbulence treatment of each model. In
order to consider the relative prediction of the turbulestidviour by each model, the eddy viscosity in the vortex
region was analysed. Figure 5.26 shows instantaneousuwsrabthe ratio of eddy viscosity to laminar viscosity
for both turbulence treatments. Due to the under-resaiudfche turbulence for the DES solution, as discussed
in Chapter 4, the behaviour of the subgrid scale eddy vigcosil be very similar to the URANS turbulent eddy
viscosity and so a comparison is valid.

It is clear from Figure 5.26 that the distribution througk thortex region is quite different for the two solutions.
The behaviour of the eddy viscosity of tke- w with P,, Enhancer model was described in Section 5.4 and simi-
larly the role of the subgrid eddy viscosity in the DES cadtigdns was discussed in Section 4.8.2. It is clear that
in comparison that the DES model predicts much lower eddyosgisy in the vortex region, although the pattern of
the contours is very similar. This reduction, as discussedipusly is due to the dependence of the subgrid eddy
viscosity on the grid dimensions. The region of high visgodownstream of the trailing edge is, therefore, due to
the reduction of the grid refinement in that region. Both niegdeedict higher levels of viscosity in the shear layer
and predict a laminar vortex core region. Downstream oflkatean, the behaviour is also quite similar, with an
increase in eddy viscosity levels in the post-breakdown.flthis is widespread for the DES solution, however the
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k — o with P, Enhancer model predicts more localised regions of highogisg

The higher levels of viscosity predicted by tke w with P,, Enhancer model may explain the increased energy
of the helical mode frequency discussed above since andseri@ eddy viscosity comes an increase in turbulent
production and therefore turbulent mixing, which will snloout fluctuations on the unsteady mean flow. There-
fore, more energy will exist for the mean flow oscillationswéver, the converse is true for the vortex breakdown
oscillations, which are shown to have more energy in the D#i&isns. This is likely to be due to the reduction of
eddy viscosity in this region, which means that the effe€th® breakdown fluctuations will be felt more strongly.
However, it is important to note that despite the differeniceeddy viscosity distributions and levels through the
vortex region and in the post-breakdown flow, the frequenaied behaviour predicted are very similar for both
solutions.
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Figure 5.26: Slice through vortex breakdown region, on a@karough vortex corg;,/s= 0.7 showing instanta-
neous contours qfi; /u for URANS k — w with P, Enhancer model and DES

5.6 Discussion

Before discussing the ability of URANS to predict the undiebehaviour of delta wing vortical flows it is nec-
essary to review the turbulent features of vortical flows.Chepter 2 the application of each turbulence model
used in this investigation was discussed with referenceeta dving flows. It was stated that it was necessary
that each model was able to predict a laminar vortex cor@negith higher turbulence production occurring in
the shear layer and downstream of the vortex breakdown. rtimfately, limited data exists to quantify the exact
levels of turbulence within this type of flow, therefore itd#ficult to exactly measure the ability of each model
to accurately predict the turbulence. However, from thenigdation of each model and the predicted solution,
it is possible to determine the relative behaviour of eacllehand qualitatively assess the ability to predict the
turbulent behaviour accurately. This is further aided bldedion of the predictions with available experimental
data as performed for the DES solution in Chapter 4.

From the discussion of the formulation of the linear BoussinWilcoxk — o model and the contours of turbulent
eddy viscosity shown in Figure 5.17, it is evident that thisd®l over-predicts the turbulence within the vortex
region and particularly through the vortex core. This hasdfiect of creating a weak vortex, which has a sig-
nificantly increased susceptibility to breakdown. Alsothathe increased turbulence, the ability to capture the
unsteady behaviour is diminished. This is due to the sigmifilmcrease in dissipation of the unsteady fluctuations
of the mean flow, which causes the flow to become steady in@alar reduce the turbulence within this model,
rotation corrections may be applied to sensitise the madtid rotation of the vortex flow. This was explained
in Chapter 2 for thé — w with P, Enhancer model. Similarly, a non-linear model can be foatad, which pro-
vides a more general improvement to the Wil¢éox cw model by including further terms to the calculation of the
Reynolds stress anisotropy based on both the rotation eaid-sate tensors. Both methods reduce the turbulence
within the flow and result in reduced dissipation of the uadtebehaviour, improving the prediction of the vortex
system.

Having considered all URANS solutions and the comparisdh Wie validated DES results from the previous
Chapter, it is possible to discuss the ability of URANS todicethe vortex flow system over the wing. It is
clear from the comparisons shown in the previous sectiaat, ttrek — w with P, Enhancer model adequately
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predicts the mean flow unsteady behaviour as defined in Qhéfisethe DES. This includes predicting the vortex
breakdown oscillation and helical mode frequencies a¢elyraompared to the DES solution for the same grid. It
is also evident from the comparison between the two URANSetsathat the Non-Linear Eddy Viscosity model

also predicts these frequencies. However, it is clear froalysis of the mean properties of the flow that the
predicted location of breakdown is different for each tlebge treatment. This is also true in comparison with
the DES solutions. To consider this further, the mean breakdocations for each calculation considered in this
investigation are summarised in Table 5.1.

Turbulence Treatment Grid At Mean VBD location, x/¢;
k — w with P, Enhancer Fine 01 0.83
NLEVM Fine 0.01 0.87
NLEVM Fine 0.005 0.81
DES Fine 001 0.88
DES Fine 0005 0.84
DES Fine 00025 0.85
DES Refined TE Grid @025 0.86

Table 5.1: Location of mean vortex breakdown for each umistealculation performed in this investigation

Itis clear from Table 5.1, for both the URANS and DES solusioiihat with a decrease in time step size, there is
an upstream shift in mean breakdown location. This sugdleatghe location of breakdown is dependent on the
resolution of the temporal behaviour of the flow. Howevernirthe DES results it is evident that the location will
converge to a constant value as the time step is reducedouththis value, for the DES solutions is dependent
on the grid refinement, it may be suggested that a similarvietiawould be exhibited by the URANS models
for further decreases in time step size. It was also fountdethéncrease in grid refinement had the opposite effect
for the URANS solutions and moved the location of breakdounthier downstream. This is also the case for
the DES solution with refinement in the trailing edge regalthough the change in the mean location is small.
This suggests that with an increase in the spatial resolatiohe flow, both upstream and downstream, the mean
breakdown location moves downstream. The effect of theutarize treatment is a little harder to consider. Figure
5.27 shows the instantaneous ratio of eddy viscosity torlamviscosity through the vortex core for each model
at the instant = 50. From this plot, it is clear that each model keeps the edslyosity close to zero through
the vortex core region upstream of breakdown, however aloitegion of breakdown the turbulence in the flow
increases. Itis clear that tlke- w with P, Enhancer model predicts the largest eddy viscosity valoessdtream of
breakdown and the furthest upstream breakdown locatiorilasly the Non-Linear Eddy Viscosity model predicts
the lowest eddy viscosity ratio, but the furthest downstreaean breakdown location. This suggests that there
is a link between the turbulence predicted downstream adkatewn and the location of breakdown. However,
from the values of mean breakdown location given in Tableitislclear that the differences in predicted mean
breakdown location between each solution in this invettigas only approximately 7%. Therefore, it may be
suggested that provided the vortex core is predicted ag lteminar, the levels of turbulence predicted in the flow
downstream has some effect on the location of the mean dwcafibreakdown but little effect on the unsteady
behaviour of the post-breakdown flow.
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Figure 5.27: Distribution ofi; through vortex core for all turbulence models used in thiggtigation

One of the factors driving the use of URANS for unsteady waitflows, which was mentioned in the introduc-
tion of this chapter and has been mentioned in previous si§$gas is the relative computational expense of the
calculations in comparison with DES methods. Table 5.2 shitv length of the calculations required to simulate
one second of real time for each calculation carried out i itivestigation. From this data, it is clear that the
URANS calculations are at a minimum four times cheaper tharDES calculations for the same grid on half as
many processors. The reason that the Non-Linear Eddy \ffgaosdel is more expensive than the- w with P,
Enhancer model is due to the requirement of a reduced unsteatergence limit, thus increasing the work unit
of the calculation, which is defined as the non-dimensidns taken to reach convergence for one time step of
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the calculation. It is important at this point to also notattitwas concluded in the previous chapter, that the DES
calculations were under-resolved. Therefore, to fullyhes the turbulent scales of the flow, the computational
resources required would be significantly larger. Thistyeshows the advantage of using URANS to capture the
flow details.

No. of Total No. Work Approx. Total
Turbulence Treatment Grid At Processors  of AT Units Run Time (hrs)
k — c with P, Enhancer Fine 01 24 7,158 40,228 (5.62) 500
NLEVM Fine 0.01 24 7,158 60,843 (8.50) 1000
NLEVM Fine 0.005 24 14,316 121,686 (8.50) 2000
DES Fine 00025 48 28,632 161,485 (5.64) 8000
DES Refined TE @025 48 28,632 161,199 (5.63) 8000

Table 5.2: Length of calculations for each turbulence tnesitt used in this investigation to predict a total time of
one second. Work units in brackets denote unit for one tije st

5.7 Conclusions

It may be concluded from this investigation that URANS tuemee models perform well in predicting the neces-
sary features of the unsteady vortical flow and vortex brewakudprovided the turbulence in the vortex core is kept
low. It is clear from these results that the majority of thegiuencies and phenomena predicted by each URANS
model is in good agreement, although the mean location @afidoi@vn is found to change. The effect of grid and
time step resolution was considered, and it was found tleatrtban behaviour of the flow is more sensitive to
these issues than the unsteady phenomena. Comparingdheimodel with the rotational correction to the DES
solutions from the previous chapter shows that the predligtesteady behaviour is again very similar, with the
majority of the differences occurring in the mean locatiditoeeakdown. Therefore, due to the validation of the
DES solutions, it may be suggested that the URANS model sidag the flow behaviour well with all the main
dominant frequencies being present in the solutions. Itstasvn in the previous chapter that the DES solutions
were not well resolved spatially, however it was also sholmat the resolution of the turbulent scales was not
important to the prediction of the main flow features. Thisesstigation shows that due to this the URANS models
were able to predict the main features of the flow.

It was found that the mean behaviour of the flow is more senesiti the turbulence treatment, grid and time step
size than the frequencies of the unsteady oscillations. édew from analysis of the mean breakdown location, it
was found that this difference was limited to &%owhich is relatively small. Therefore, it may be concludeattit

is more important to accurately predict the turbulent bahavin the vortex core than downstream of breakdown.
The resolution of the post-breakdown flow does have a snfeltiefn the mean breakdown location but does not
appear to impact the frequency of oscillation of breakdawthé flow or the frequency of the helical mode winding.

Overall, it may be concluded that URANS is suitable for useapturing the unsteady behaviour of delta wing
flows at moderate incidence where vortex breakdown occuwsjged the core behaviour is modelled accurately.
It has also been shown that this may be performed at conbigdess computational expense than DES methods
and thus is a promising tool for industrial use in the predicof vortical flows.



Chapter 6

Conclusions and Future Work

The main conclusions drawn from this investigation are nemmmarised and recommendations for future research
given.

6.1 Conclusions

Within the transonic regime it has been found that shoclesaat with the leading edge vortices. Vortex breakdown
is found to occur in an abrupt nature and this can have a signifeffect on the aerodynamic performance. Due to
this, one of the aims of this project was to consider the bielb@wof vortex breakdown within a transonic flow and
to consider the predictive ability of RANS methods. Steadyescalculations were compared to experimental data
which showed very good agreement for the pre-breakdown fld@wever, for a larger incidence a discrepancy
between the CFD and experimental results appeared due praheature occurrence of vortex breakdown in the
computational results.

Analysis of the flow behaviour resulted in the identificatafra number of shocks which could be classified into
two main shock types, cross-flow and normal. The locatioddmaviour of these shocks was found to agree with
observations in the literature. The normal shocks, whicuoed normal to the wing surface and symmetry plane,
were found to interact with the vortex core and were deteedhito cause the sudden appearance of breakdown.
A sensitivity study was performed to consider the effect atinber of factors on the predicted behaviour. These
included, grid refinement, turbulence model, solution @gence and time accuracy. However, it was found that
breakdown was consistently predicted and was not signtficaffected by any of these factors. Comparisons
were also made with other structured grid results from pi@dints within the VFE-2, but again the solutions were
found to be comparable.

From consideration of the interaction between the normatkfiand the vortex core, it was suggested that a criti-
cal limit must exist where breakdown will occur. This limiaw concluded to be dependent on the strength of the
vortex and the interacting normal shock. Using this arguroéa critical limit for breakdown, it was concluded
that the premature breakdown behaviour of the computati@ssdue to under-predicting the vortex core axial
velocity accurately most likely due to grid refinement issirethis region. However, overall it was found that the
computational results were adequately predicting thestrait behaviour of the vortex flow.

The unsteady behaviour of the flow is a second aspect of détig flows which requires further investigation.
At moderate angles of incidence where breakdown occurs @nvihg, the flow becomes highly unsteady and
interactions between the flow and aircraft structures haenlfound to occur. To avoid aeroelastic issues, it is
necessary to have a greater understanding of the unsteadgmlena which occur. This is becoming increasingly
important with the emergence of UAV technologies. The sdam of this thesis was to consider the ability of
CFD to predict the main unsteady behaviour of the flow. In Gé¥ag the use of DES to predict the unsteady flow
behaviour associated with the flow upstream and downstrédmreakdown was considered for the ONERAC70
delta wing geometry at a moderate incidence within the suibsegime. Before the predicted unsteady behaviour
was considered, the effect of time step and grid refinemeheatailing edge were analysed. This determined the
optimum time step for use in the calculations and that thexe enly a small influence of grid refinement in the
trailing edge on the mean flow behaviour.

From analysis of the unsteady flow behaviour and consideraif the level of turbulence captured in the un-
steady signals, it was determined that the solutions obdain the investigation were spatially under-resolved.
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This resulted in the conclusion that the spatial and tempecmirements of a fully resolved DES calculation of
the post-breakdown flow are significantly larger than thasedun this investigation and that further refinement
downstream of the trailing edge would be needed to captliteeaiurbulent behaviour in the post-breakdown flow.
This would have the effect of increasing the computatiorpease of an already expensive calculation.

However, from comparison of the results with other DES sohs on finer grids, it was determined that the un-
steady vortex breakdown behaviour was not dominated bytembe with the dominant frequency occurring for
less thanSt= 10, which is low. It was also found that the results were indyagreement with corresponding

experimental results. Therefore, despite the underuéealof the turbulent flow, the salient features of the flow
were being captured well. As the main unsteady phenomenafeand to occur at low frequencies, and turbu-
lence was not found to be dominant in the flow, it was conclulatt URANS turbulence models should be able
to adequately predict this behaviour for a considerablyced computational cost.

To investigate this conclusion, the ability of URANS to pictdhe unsteady flow behaviour was evaluated in Chap-
ter 5. Two URANS turbulence models were considered for tigstigation, a linear Boussinesq model with a
rotation correction and a Non-Linear Eddy Viscosity motekh based on the Wilcak— w model. The effect of
grid refinement and time step refinement were considered arasiconcluded that with an overall increase in grid
refinement, the solutions were found to improve, howevectzse grid results were adequate for an approxima-
tion of the flow at low computational expense. From the tinep sefinement study, it was found that the increase
in temporal resolution did not have a significant effect o dimsteady behaviour predicted, despite an upstream
movement of the mean breakdown location. Higher frequeneire also not found to occur with a decrease in
time step and so it was concluded that the baseline time $t#&p e 0.01 was suitable for URANS calculations.

Comparisons were then made between the URANS models aneltiee behaviour of each model in predicting
the unsteady flow frequencies was analysed. This was alsidewad in light of the formulation of the models and
the treatment of the turbulence in the vortex core regioantthis comparison it was concluded that both models
were adequate in reducing the eddy viscosity in the vortex and that similar unsteady behaviour was predicted.
The model with the rotation correction was then compareti¢cDES results discussed in Chapter 4 to evaluate
the mean and unsteady behaviour of the solutions. From dmgarison, it was clear that the majority of the
dominant frequencies of the vortex flow were captured by tRANS model and the agreement with the DES so-
lutions was very good. From this analysis it was concludetlitie URANS model had predicted all the important
unsteady features of the flow and was, therefore, suitablesfin predicting the unsteady nature of vortical flows.

It was also determined from this investigation that the mieaimaviour of the flow, such as the mean location of
breakdown, is far more dependent on the turbulence treatofiéme models used that the unsteady behaviour. All
turbulence treatments used predicted similar dominaqtigacies and unsteady phenomenon. However, the mean
location of breakdown was found to be different for each cadis difference was found to be approximately
7%c;, which was considered relatively small. Therefore, it wasatuded that provided the core region of the
vortex flow is modelled as laminar, the turbulent treatméihe model used does not have a significant influence
on the overall flow behaviour. If this is considered in theteahof the computational expense of each model used,
it is clear that URANS can predict the main features of the floma significant reduction in computational cost.

Overall, from this investigation, it can be concluded th&Dds a very useful tool for the prediction of vortex
flows and vortex breakdown over slender delta wings and tietapable of predicting complex flow behaviour,
such as transonic vortex breakdown and the unsteady ndttine dow. In this study both RANS/URANS and
DES methods were considered and it is clear that both metadse used to predict the flow accurately. However,
some limitations of these methods have also been hightighte

6.2 Future Work
Throughout this project a number of potential avenues fah&r work have presented themselves.

From Chapter 3, the main avenue for further work would be tositer the flow for different configurations and
flow conditions to attempt to define a limit for vortex breakaobased on the Rossby number of the vortex and
the shock strength. Further experimental data is also redjto validate this limit and this would require measure-
ments taken across shocks and through the vortex core fage dd flow conditions. This would also allow further
validation of the location and strength of the shocks in the,fimprove their prediction and therefore improve the
understanding of their behaviour. Further work is also eedd consider the conclusion that the under-prediction
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of the vortex core axial velocity is the cause of the premeprediction of breakdown for this case. This could be
performed by systematically refining the vortex core regiad determining any link with the location and onset
of vortex breakdown.

With regards to the use of DES to predict the unsteady bebawvitthe vortex flow, a number of possibilities are
clear. Firstly, further refinement of the grid could be cadrout to analyse the behaviour of a solution with more
turbulent scales simulated on the grid and to consider tfeetadf this on the predicted behaviour of the flow -
particularly on the mean breakdown location. This could atelude a further refinement of the trailing edge
region to capture the breakdown of the helical mode windmg urbulence downstream of the trailing edge. This
may not be important for the flow at this incidence, howevisrinclear whether this turbulent region would effect
the unsteady flow behaviour over the wing as the incidencdaneasased. Therefore, it would also be interesting
to consider the flow for a incidence at which breakdown is miucther upstream, such as= 35° — 4(° for
this wing. The use of overset or hybrid grids may also be @#ting to consider to reduce the cost of structured
grid DES calculations, this would allow refinement and aacyrof the solution in the vortex region but without
unnecessary grid points in the farfield region of the flow dioma

Further unsteady experimental data is also greatly needegprove the understanding of this subject and to aide in
the validation of such investigations. Unsteady point prdata, similar to that shown in this investigation through
the vortex region, for all components of velocity would bghiy beneficial to the development and validation of
CFD in the future, and in particular for URANS models. Furtierk is needed to understand the relation between
the mean location of vortex breakdown and the turbulencendtwam of the breakdown location. Finally, this
work could be extended by considering the unsteady forcéshwdre incident on the wing surface as a result of
the unsteadiness, the phenomena which cause this foraindpampossible structural response that this may cause.



Appendix A

Turbulence Models

The full form of each main turbulence model used in the irigasibn will be detailed in this section.

A.l Wilcoxk—w

The Kinematic Eddy Viscosity is calculated from,

k
Hr = PZ) (A1)

Where the turbulent kinetic energy,and specific dissipation ratey are calculated from the partial differential
equations,
ok  dpkU; 9 ak
o+ - o) } R B pkw (A2)

and

ow Jdpwl; 0 ow >
— P A.3
P o ox [(u+0ur> }Jr w—Bpw (A.3)
In the equations above the production term& ahdw, R andP,, respectively, are defined as,
A=} ‘;U' and Py,= a%)Pk (A.4)

The rate of dissipatiorg and the length scale of the model are given by,
k1/2
eE=fB%kw and /= — (A.5)
w
The closure coefficients for the model are defined in Table A.1

a B B* o d*
5/9 0.075 0.09 05 0.5

Table A.1: Model constants for the Wilcdo— o turbulence model [34]

A.2 NLEVM

In an explicit algebraic Reynolds Stress model (EARSM), dhesotropic term of the Reynolds stresses is de-
scribed as a function of the normalised mean strain-Baad rotationQ tensors. Based on the Cayley-Hamilton
theorem [167], this means that the anisotropy can be desthip a series of ten independent, symmetric, devia-
toric functions ofSandQ or a linear combination of these ten. For the model specifig¢di40] this results in the
relationship,

a= ﬁ15+ﬁ252—3||5|+B3QZ—1||Q|+B4(SQ QS) + 65 (SQ - QSZ)+B6(S§22 Q?s— 2IVI)

+B; (5292 0?s? — 2v |) + Bs (SQS2 - S%QS) y + Bo (0592 - QZSQ) +Buo (95292 - QZSZQ)
(A.6)
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The coefficientg, are functions of the five independent invariants of the ndised mean strain-rate and rotation
tensorsS andQ, which can be written as

ls=tr {}, ||Q:tr{92}, Ms=tr {S*}, IV:tr{SQZ}, V:tr{SZQZ} (A7)

wheretr{} is the trace of the second order tensors and the turbuleats@le is given by,

T= max{B*iw,CT\/B*“%} (A.8)

For the non-linear eddy viscosity model, this relationstoipthe anisotropy is reduced to a few terms and the
Reynolds stress tensor formulation becomes,

2
U =k (5‘5 i —2cefs) + a§fx>) (A.9)
where,
al®™ = B, <§22 - %HQ |) +Bs <SQZ+ Q%S—I1oS— %IVI) + Bo (0892 — QZSQ) (A.10)
The turbulent eddy viscosity is calculated from,
pr = C"pkr (A.11)
where, L
cf = —5f1(Bu+11af) (A.12)

As mentioned above, th@, coefficients are derived from the invariants of the straiterand rotation tensors and
are defined fort his model as,

N (2N2 - 711 ) 12N~1v 2(N2-2l1g) 6N 6
__ 2 Y - T =—— == A.13
Bl Q ) B3 Q ) B4 Q ) BS Q ) Bg Q ( )
with 5
Qzé(NZ—ZIIQ) (2N?—1lg) (A.14)
and
G+ (Pt vP2) 2 +sign((PL— vRB) [PL— VPRY3), P20
Ne = G 2(P2_ P 1/6 1 1 Py 0 (A15)
2 4+2(P2—P,) " cos| icos 7)) P <0.
where,

3
? c;?
P1=<L+3||S—g||g> Ca_z, P2=P12—<i+3||5+g||9> and Cﬁ_:g(cl—l) (A.16)

27 20 3 9 10 3 4
Therefore, ,
162 N
N =N+ % (A.17)
with,

o= IV2, (pZ:V—”S;Q and D_20N§(NC—%C’1)—IIQ(10N5°’+150’1N02)+1OC’1II§22 (A.18)

For the model implimented in PMB there is no damping or low iRegls number correction applied, thus the
coefficients are defineff = 1.0,C; = 6.0 andc; = 1.8
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A.3 Spalart-Allmaras

The kinematic turbulent eddy viscosity is calculated from

pr = pfy (A.19)
where, . 3
__X _Vv
fo1 = 3+CI°’;1 and x = ” (A.20)
In equation A.19y is the working variable of the transport equation of the nipdahkich is given by
v a(uj) ~ P\? 190 L OV cpp dU A
- =SV —cmfw| = - — |+ === A2l
at 0% CorsV —Cualw | g |+ 0 9% (v+V) x| O Ox I (A.21)
whereSis the modified vorticity given by
- v X
S=S+ ——f d fro=1- ; A.22
+ K2d2 v2 an v2 1+Xful' ( )
whered is the distance to the closest wall a8 the magnitude of vorticity,
S=|w| = |0 x (ui+vj+wk)| (A.23)
Similarly, in the destruction/near wall term, the functifjpin Equation A.21 is given by
1/6 -
1+, 7 6 b
fW_g[96+C\%] , g_r+cwz(r —r), r_§K2d2 (A.24)

These functions take the presence of a wall into accountaisfysthe wall boundary conditions wheve= 0. As

r increasesfy tends to an asymptote, therefore values afe generally truncated to about 10. In the freestream
region, it is also best to use = 0, provided that numerical errors do not cadse become negative close to
the edge of the boundary layer - the exact solution cannairbemegative. Generally, values less thdd0 are
acceptable. This also applies to the initial conditionse Todel coefficients are given in Table A.2.

Ch1 Ch2 Cu1 Cw1 Cw2 Cw3 O K
0.1355 0.622 7.1 3.239 03 2.0 2/3 041

Table A.2: Model constants for the Spallart-Alimaras tueinge model [35], where,; = CK%l + “%Cb?)



Appendix B

Probe Analyser Tool

B.1 Probe Analyser

In the course of the investigation into unsteady flows, the&esdy behaviour was considered through use of a se-
ries of point probes applied to the flow domain. These poiolbps were applied to the computational grid through
specification of coordinates at the outset of the calculatiand the flow variables were saved at each point for
every time step of the calculation. This results in a numlbétes being created which contain the time histories
of each flow variable. However, these files are not immedjatehble and require reorganisation into a form which
is more practical. To alter the form of these files and to abbmalysis of the resulting time histories in an easy and
efficient manner, a program was created usvialab, which combines all the analytical and statistical analyse
into one interface allowing consistent analysis and easypawison and cross-plotting of data. This program,
Probe Analyserwas originally designed to analyse acoustical data froesgure signals for cavity flows and was
created by Lawrie [178]. Further work was carried out by Nanyfit 79] who added further analyses and created a
similar program for turbulent analysis.

At the start of this projectProbe Analysemwas only able to perform statistical analyses on the pressome
histories from the point probe files. However, to fully catesi the unsteady behaviour over delta wings it was
necessary to be able to consider all flow variables in a simiknner. It was also important to be able to consider
the unsteady forces acting on the wing and therefore thityatimilprocess the integrated loads files was also added.
As mentioned, the program was originally designed for gaflitws, therefore the length scales and plots were
specific to the character of these flows, these were changedie the program more specific to delta wings.
Further work was carried out to improve the ability of thegmam to quickly cross-plot data, this involved adding
the ability to process multiple probes and multiple prolesfind to plot these on the same graphs. To reduce the
size of the data sets, in order to reduce the memory requiresnoé the program, a facility to split the large data
files into smaller subfiles was added. This had the effectfiéu increasing the ease of comparison of multiple
signals. The turbulent analyses created by Nayyar wereradsoporated into the maiRrobe Analyseprogram

to create a single program which was capable of fully anatytlie unsteady data. The ability to time average the
signals was also added, as was the ability to consider radimisary turbulence.

Probe Analysehas the ability to perform many more analyses than were uséis investigation. The main
analyses which were used are the calculation of the mean M%l Rilues, the power spectral density (PSD),
the time average of the signals and the calculation of terfiukinetic energy. Explanations of each of these
methods will be given in a later section. However, analyse$ as the probability density function (PDF), auto-
correlation, calculation of the Reynolds stresses antéuturbulent correlations are also available. These il n
be discussed in detail in this Appendix. The graphical usrface (GUI) of the program is shown in Figure B.1.
This shows all the analyses available and the overall fooh#te program. This GUI comes from the Windows
interface, however the program can be used on the Linux tpgisystem and a start up command allows this to be
specified. The left hand side of the GUI mainly deals with tiygut of the files, the specification of the important
flow parameters and the selection of the probes to be coesiddhe right hand side allows the selection of the
analysis and the specification of the resulting plots thhodgpp-down menus. The initial manipulation of the
probe data files, created from the CFD calculation, into dlestormat, as mentioned above, is done through a
secondary program accessed through the “Locate Probashtan the top left of the GUI.
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<) Probe Analyser -
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Figure B.1: Graphical User Interface for probe analysegmm

B.2 Application of Statistical Methods

Probe Analysewvas initially created irMatlab as it allowed the use of some existing mathematical funstand
made the creation of the GUI easier through use oMa#lab add-on packag&uide This program automatically
sets up the links between the GUI and the underlying codatlgreeducing the complexity of the programming
task. The underlying code for tierobe Analyseprogram is large with many subroutines and will not be repro-
duced here, however the initial code of the program can beddan Ref. [178]. As mentioned above, the main
analyses used in this investigation are the calculatioh@htean, RMS, PSD, time average and turbulent kinetic
energy of the specified signal or signals. In this sectiom @ithese methods will be described. In all cases, with
the exception of the turbulent kinetic energy which is ckdted using the velocity vector, the general variatilg,
will be used as these analyses can be carried out on the sigfrehy of the flow variables. It should be noted that
only the mean, RMS and PSD analysis are able to be carriechahedntegrated loads signals.

B.2.1 Mean and Root Mean Square Values

The mean of the time varying signals is calculated from agtitdorward average of the data points such that,

_2°

@) =%

(B.1)
whereN is the number of samples in the signal.

The RMS value is a statistical measure of the deviance ofraakfgom the mean and therefore a measure of the
intensity of the fluctuations of the unsteady signal. It ikakated by

(3(P—(®))?

Prms = N

(B.2)
Within theProbe Analyseprogram, both these values can be plotted against locatitimeowing, in the spanwise,
chordwise or normal directions depending on the probesteldor analysis. They provide an excellent way to
compare results, particularly for multiple solutions asafour files can be entered into probe analyser for analysis
at any one time.
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B.2.2 Power Spectral Density

The behaviour of an unsteady time dependent random vayigitd as the flow variables in this investigation,
can be though of as the superposition of multiple oscilietiat different frequencies. This can be mathematically
described as a trigonometric series of harmonic waveforfifis series is known as the Fourier series and is
defined as

27kt 27kt
D) =a0+ Z (akcos?+bk3m?> (B.3)
where the Fourier coefficients are given by
13 % 2 (% 2kt

- ?/% o(t)dt, T/ ot s—dt b — ?'/% cp(t)sm?dt (B.4)

and ok
=— B.5
=3 (8:5)

The Fourier series, therefore, describes the signal withénfrequency domain instead of the time domain. A
similar series can be formed for fluctuations in spacePix), which provides a description of the signal in wave
number spaces. To transform between the time and frequency domains (aespad wave number domains) the
Fourier Transform of the signal is used. This is derived fitim Fourier series and for a given time dependent

variable,d(t) is defined as
1

—/m d(t)e “dt (B.6)

() = F{oO)} = o [

and its inverse is -
o) = 7 oW} = [ o(w)ede (B7)

The power spectral density function is defined as the Fotraesform of the auto-correlation function of the time
dependent variable and provides information of the frequelistribution and power of a signal in the frequency
domain. Itis defined mathematically as

PSDy) = 7 (Ro(1)} = 5 | Ro(t)e @Tdr (B.8)

where the auto-correlation function of the variable is d&dias the mean of the product of the variable at time
and the variable at time+ 1, such that

Ro() = LOWOU+D)

As the signals obtained from the CFD calculation are disgfatite in length this form of the Fourier series cannot
be applied directly. A computationally efficient form of a thhed known as the discrete Fourier transform (DFT)
is used instead. The DFT merely allows the transform to béiexppp sampled signals and redefines the Fourier
transform as

(B.9)

O(w) ==Y o t)e ) (B.10)

The form of this method used, is known as the fast Fouriessfaam (FFT) which is a computationally efficient
method of calculating Fourier transforms for signal preaeg. This method is used bylatlab in a number of
available standard PSD functions. The PSD is calculat®ddbe Analyseby using theer i odogr amfunction.
This function applies a rectangular window (equivalentaaindow) to the signal and calculates the PSD using a
standard periodogram. The periodogram calculates the B3&king the square of the magnitude of the FFT and
dividing it by the number of samples, such that

PSDDenodogram |(D( | (Bll)

Further detail of this function and its use can be obtainethftheMatlab Documentation [201]. The function
outputs the PSD and the frequency data, which can then keglotdetermine the frequency content of the signal.
The PSD magnitude is dependent on the length of the signaivaether the variables used are dimensional or
non-dimensional, therefore in this investigation, onlg tielative values of the PSD have been considered. In
Probe Analysea number of plotting options are available and the PSD canldited against both dimensional
and non-dimensional frequency (Strouhal number) and gefibe area under the PSD - frequency plot should be
equal to the square of the RMS value of he signal. This has bseth as a check to the validity and accuracy of
this method within the investigation.
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B.2.3 Time Averaging

The time average of the signal can be defined as,

_ t+ 3
o=21 [ odt (B.12)
T t,%

whereT is defined as the sample rate of the averaging process, whggecified by the user ifrobe Analyser
This value must be a multiple of the time step of the calcafgiAt. As with the Fourier transform, this form
cannot be applied to a discrete signal and so the integralhigaimated to a summation over each interiain
turn,

1" <a

®= = nZO ®AT (B.13)

The mid point of each interval is also calculated by a simalagraging technique to determine the time at which
the new point occurs. The resulting series of new data poiiates the time averaged signal for the specified
sample rate. This new signal can then be evaluated in a siméaner to the original signal by using the PSD

analysis and the results can be plotted to determine theteffdime averaging. The location of the stationary

mean can also be plotted for comparison. Currently, thisozdy be performed on a single probe at a time. For
non-stationary process this method also allows the ndiestay mean to be determined for a specified sample
rate. This can then be used to determine the turbulent pieperf the signal.

B.2.4 Turbulent Kinetic Energy

As mentioned, the calculation of the turbulent kinetic eiyaés only one of a number of turbulent properties which
can be calculated iRrobe Analyser Before any of the turbulent properties can be calculated,riecessary to
calculate the fluctuating variables of the flow. This is doimepdy by subtracting the mean from the unsteady
signal. Either the stationary mean described in SectiorlRPthe non-stationary mean calculated from the time
averaging process can be selected. The turbulent kinediggiis calculated from the fluctuating velocities, v/
andw by

k= % (U2 4+ V2 +w?) (B.14)

The resulting signal can then be considered, as before,lbylation of the mean and RMS values and by calcu-
lation of the PSD.
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