
Numerical Study of Film Cooling in

Hypersonic Flows

Xiaobo Yang, B.Eng.

Thesis submitted to the Department of Aerospace Engineering,

Faculty of Engineering, University of Glasgow

for the degree of Doctor of Philosophy

November 2002

c©Xiaobo Yang, 2002



Declaration

I hereby declare that this dissertation is a record of work carried out in the Department

of Aerospace Engineering at the University of Glasgow during the period from October

1999 to October 2002. The dissertation is original in content except where otherwise

indicated.

November 2002

...............................................................

(Xiaobo Yang)

i



Abstract

In this thesis, a numerical study of film cooling in hypersonic laminar and turbulent

flows has been performed using an in-house Navier-Stokes solver. The aim of this

computational work is to investigate the mechanism and effectiveness of film cooling

in hypersonic laminar and turbulent flows.

Hypersonic flow over a flat plate without film cooling was first studied to provide

a reference datum to check the effectiveness of film cooling. For laminar film cooling

(M∞ = 9.9), three different primary flow conditions were first used for validation. The

inclusion of the development of the flow in the plenum chamber upstream of the slot

was found to provide better heat prediction than a uniform boundary condition at

the slot exit. Detailed information of the flow field including velocity profile, Mach

contour, temperature contour and heat transfer rate was presented. The mechanism

of film cooling has been revealed according to the plots of calculated velocity profiles,

Mach contours and temperature contours downstream of the slot. The coolant fluid

was found to affect the primary boundary layer in two ways: 1) initially a separate layer

established by the coolant fluid itself in the near slot area, 2) later a mixing layer be-

tween the primary and coolant flow streams. Then five coolant injection rates between

2.95 × 10−4 and 7.33 × 10−4 kg/s and three slot heights, 0.8382, 1.2192, 1.6002mm,

were examined in hypersonic laminar film cooling.

For turbulent film cooling (M∞ = 8.2), for the geometry used in the experiment, the

injection at an angle of 20◦ was found to be appropriate. Different turbulence models

including Wilcox’s k − ω model, Menter’s baseline and SST model have been tested.

It is concluded that the Wilcox’s k − ω turbulence model with dilatation-dissipation

correction provides the best heat prediction. Again, five coolant injection rates varied

from 5.07×10−4 to 30.69×10−4 kg/s and three slot heights (the same as studied in the

laminar film cooling) were studied to check the influence on film cooling effectiveness.

Both the coolant and the primary flow were air. Film cooling was found to be

an effective way to protect wall surfaces that are exposed under a high heat transfer

environment especially in hypersonic laminar flow. Increasing the coolant injection

rate can obviously increase the film cooling effectiveness. Again, this works better

in laminar flow than in turbulent flow. The coolant injection rate in turbulent flow
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Abstract iii

should be considered to be high enough to give good heat protection. Slot height in

both laminar and turbulent flows under the flow conditions in this study was found

to be less important, which means other factors can be considered in priority when

constructing film cooling systems.

With the application of curve fitting, the cooling length was described using power

laws according to curve fitting results. A two-equation film cooling model has been

presented to illustrate the relation between the film cooling effectiveness and the pa-

rameter x/(h ṁ). For film cooling effectiveness in log-log coordinates, a second-order

polynomial curve can be used to fit the laminar flows, whilst a straight line is suitable

for the turbulent flows.
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Chapter 1

Introduction

1.1 Film cooling models

1.1.1 Definition of film cooling

In 1966, Goldstein et al. [1] defined film cooling as

”The employment of a secondary fluid injected through discrete slots to insulate ther-

mally a solid surface from a gas stream flowing over it is called film cooling.”

From this definition, it is clear that film cooling introduces a secondary fluid into the

primary flow stream in order to decrease the heat transfer rate from the primary flow

stream to the solid wall or the wall temperature. With the wall surface temperature

at a lower level, less expensive materials can be used in structural fabrication. Film

cooling might be used on blades of gas turbines, scramjet intake surfaces and combustor

walls of high-speed vehicles, rocket nozzles and the extension surfaces of rockets all of

which usually work under high heating loads.

Fig. 1.1 gives two examples of the application of film cooling. In Fig. 1.1(a), film

cooling is applied in a scramjet engine combustor wall with some hydrogen fuel injected

parallel to the wall through small supersonic slots to provide a lower energy buffer layer

between the engine core flow and the structure (Olsen et al. [2]). In Fig. 1.1(b), an

1
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ACE turbine geometry and cooling arrangement are shown schematically (Garg [3]).

Modern gas turbine engines are designed to operate at inlet temperatures of 1800-2000

K, which are far beyond allowable metal temperature. The turbine blades need to be

cooled under these conditions in order to increase their lifetime. So an efficient cooling

system is required. Discrete jet film cooling is applied in this turbine blade with 93

holes on each blade.

Although film cooling is a technique to give heat protection for wall surfaces, it was

first studied by Wieghardt as a method for de-icing airplane wings in 1940s. Here it

could be described more aptly as ”film heating”. Subsequently, film cooling was con-

sidered as a technique which could be used to protect solid surfaces encountering a high

heat transfer or high temperature environment. In [4], Kanda et al. suggested using

a combination of film cooling and regenerative cooling to achieve thermal protection

while minimising fuel flow requirements in a scramjet engine combustor.

Fig. 1.2 given by Kanda et al. [4] shows three cooling systems: a) film cooling only,

b) regenerative cooling only and c) a combination of film and regenerative cooling.

Usually hydrogen is used as the propellant and it is also used as the coolant in all

the three types of scramjet engines. In the engine with only film cooling, it is cooled

with the cold hydrogen injection while in the engine with only regenerative cooling, it

is cooled by heating the fuel – hydrogen. The engine using a combination of the two

cooling methods together was found to provide best cooling efficiency.

Besides providing heat protection for the wall surfaces, film cooling can also be used

to control flow separation. When the coolant fluid is injected downstream through

a rearward facing tangential slot, the skin friction generally increases or decreases

according to whether the specific momentum of the coolant flow is greater than or less

than that of the primary flow stream. With the coolant flow stream momentum greater

than the primary flow stream momentum, the flow configuration is often referred to as

a wall jet, which will increase the skin friction and may be used to delay separation.
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(a) Scramjet engine

(b) ACE turbine blade

Figure 1.1: Film cooling applications: a) scramjet engine (Olsen et al. [2]), b) ACE
turbine blade (Garg [3])

1.1.2 Stollery and El-Ehwany’s film cooling model

A film cooling model was first described by Stollery and El-Ehwany [8]. In Fig. 1.3,

three separate regions were recognised in film cooling using coolant injection through
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(a) (b)

(c)

Figure 1.2: Scramjet engine schematics (Kanda et al. [4]): a) film cooling only, b)
regenerative cooling only and c) combination of film cooling and regenerative cooling

a slot over a flat plate. Just downstream of the injection slot, there is a mixing-

layer region, which was called the ”potential core” region in [8]. In this zone, the

wall temperature remains close to the coolant gas temperature. The cooling length

can be defined here as the length downstream of the slot where the adiabatic wall

temperature is equal to the injectant stagnation temperature [9]. A ”wall-jet” region

exists after the ”potential core” region, where the velocity profile is similar to that of

a wall jet. Farther downstream, there should be a fully developed turbulent boundary-

layer when the difference between the coolant and the primary flow streams disappears.

For coolant and primary gases of similar density the relative length of the three regions

is determined mainly by the velocity ratio between the coolant flow and the primary

flow, uc/up. When uc � up, a simple jet model suggested by Spalding [10] for the

second zone may be appropriate. When uc < up, the second region is non-existent.

Although some experiments have been done to investigate the former condition, the

latter one is more commonly used in both experiment and practice.

This film cooling model was published in 1965. At that time, experiments were

mainly focused on subsonic film cooling. An adiabatic wall boundary condition was
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Figure 1.3: Stollery and El-Ehwany’s Film cooling model

used and the wall temperature was recorded directly in almost all the experiments.

Then film cooling effectiveness was defined as a non-dimensional temperature as

η =
Tad,w − T∞
Tc − T∞

. (1.1)

Here Tad,w, Tc and T∞ in Eqn. (1.1) represent the adiabatic wall, coolant and freestream

flow temperatures, respectively. This definition is applicable when adiabatic conditions

are observed in the experiment.

As mentioned above, this film cooling model was originally introduced for subsonic

film cooling. It is the most popular model and called the turbulent boundary-layer

model by Kanda et al. [4]. It was also indicated in [4] that this model eventually

adopts the growth rate of the turbulent boundary layer. It can predict the decay

tendency of film cooling efficiency far downstream from the injection slot. The model

has been applied to predict the flow condition near the slot with several combinations of

gas properties as parameters, e.g., density, heat capacity, etc. But these combinations

do not seem to be so well-grounded physically. Moreover, it does not seem reasonable

to apply this model in the near slot region since the boundary layer of the primary

flow stream and the coolant are separated near the injection slot.

1.1.3 O’Connor and Haji-Sheikh’s film cooling model

O’Connor and Haji-Sheikh [11] gave a slightly different film cooling model as shown in

Fig. 1.4.
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Figure 1.4: O’Connor and Haji-Sheikh’s Film cooling model

In this model, the boundary layer for the primary flow starts at point O’ and for

the coolant flow at point O. A mixing shear layer between the primary and coolant

flow streams occurs in the region A-O’-B. Only coolant flow exists in region O’-B-O,

and no mixing occurs between the two streams. This will reduce the convective heat

transfer from the primary flow to the wall. Line O’-C is a streamline that theoretically

divides the primary stream from the coolant stream. In the actual flow, turbulent

mixing between the primary and the coolant flow streams causes fluid particles to

travel across this streamline.

In both models, there is a mixing region just downstream of the slot. The difference

lies in O’Connor and Haji-Sheikh’s model, where a separate region O’-B-O is indicated

to give more details within the ”Potential core” region.

1.1.4 Kanda et al.’s film cooling model

Another film cooling model was constructed by Kanda et al. [4]. It was based on exper-

imental results on the compressible mixing layer and on an analysis using a turbulent

boundary layer. According to experimental results, the film cooling efficiency η was

found to have a relation with the distance from the exit of a coolant injection slot

x/(h · ṁ). This relation is plotted with logarithm scales in Fig. 1.5.

The model is illustrated in Fig. 1.6. The flow region of film cooling is divided into

two parts: 1) a mixing-layer region near the injection slot and 2) a turbulent boundary-

layer region far from the slot. At position A, the mixing layer is assumed to reach the

wall, and the concept of the mixing layer was applied from the injection slot exit to A.



1.1. FILM COOLING MODELS 7

Figure 1.5: Film cooling efficiency (Kanda et al. [4])

Figure 1.6: Kanda et al.’s film cooling model (Kanda et al. [4])

The thickness of the boundary layer on the wall under the coolant was much thinner

than both the slot height and the thickness of the mixing layer, so the effect of the

coolant side boundary layer was neglected. The feature of turbulent boundary layer

was then applied to the area downstream of position A.

No attempt was made to model the flow between the slot exit and position A

in previous models, for example, Stollery and El-Ehwany’s turbulent boundary-layer

model [8]. Rather, prediction of xA was attempted by extension of the turbulent

boundary-layer model. The film cooling model constructed by Kanda et al. has the
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ability to predict the distance of the mixing layer region indicated by xA in Fig. 1.5

with the assumption that the mixing layer grows symmetrically both in the main flow

and in the coolant. In this model, static pressure of the coolant was assumed to be the

same as that of the mainstream at the slot exit. The length of the mixing layer region

xA can be estimated using Eqn. (1.2) in which δ is the mixing layer thickness

xA = h/

(
1

2

dδ

dx

)
. (1.2)

In Chapters 4 and 5 numerical results obtained in this study will be analysed to

clearly reveal the mechanism of film cooling in hypersonic flows.

1.2 Experimental studies of film cooling

Many experimental results have been published for subsonic, supersonic and hypersonic

film cooling. Although primary and coolant flow stream velocities are often quite

different, the flow is distinguished by the primary flow stream velocity. Film cooling

effectiveness was found to be influenced by many parameters. Researchers offered

different empirical equations to predict the effectiveness of film cooling. But usually

such equations are only valid in a narrow scope related to similar conditions used in the

experiment. Different parameters were studied such as slot height, lip thickness, flow

density and velocity ratios between the primary and the coolant flow and a coolant gas

different from the primary one. This section offers a review of the experimental work

done on film cooling in the past forty years.

1.2.1 Subsonic film cooling experimental study

In the late fifties and early sixties, subsonic film cooling in both the mainstream and

the coolant flow stream was studied experimentally. Seban and Back [12, 13] presented

some experimental results on subsonic film cooling with coolant fluid injected tangen-

tially through a single slot near the leading edge of a flat plate. Air was used both
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for the film and for the free stream fluids. In this study, injection velocities covered a

range from much less to much greater than the free stream velocity. For mass-velocity

ratios less than unity, particularly for ratios less than 0.9, a power-law region was found

for the effectiveness. Also Seban and Back found that immediately downstream of the

slot, there exists a flow region which is at first similar to that of the free jet boundary,

but which was later altered by the presence of the wall.

Chin et al. [14] reported some experimental results for film cooling of an adiabatic

plate, downstream of one to ten slots and two to twenty rows of discrete punched

louvres in a subsonic turbulent flow under zero pressure gradient. The film cooling

effectiveness for louvres was found to decay at a short distance from the last louvre

row and at a faster rate than for the continuous slots. Then farther downstream the

louvres were found to be as effective as the slots.

Hartnett et al. [15] gave a detailed study of the boundary-layer velocity and tem-

perature profiles at a number of positions downstream of the slot. The experiments

included both adiabatic and constant heat input-wall boundary conditions. Hartnett

et al. compared their results with previous measurements and found it possible to

make reasonable estimates of the heat-transfer performance with film cooling in a

zero-pressure gradient flow.

Burns and Stollery [16] performed some experiments on low-speed film cooling using

mixtures of Freon-12 with air, and helium with air. With pure Freon-12 as coolant,

it was found that an increase in velocity ratios between the coolant and primary flow

would produce higher effectiveness values while the improvements in effectiveness were

small when the velocity ratios were greater than unity. But for pure helium injection

the effectiveness was improved with very large velocity ratios. The consequence of

thickening the slot lip was a decrease in effectiveness. The influence of mainstream

boundary layer thickness on film effectiveness was found to be small. For a given mass

flow of injectant issuing from a thin lipped slot the highest temperature effectiveness

values were achieved using the lightest gas (pure helium).
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The effectiveness of film cooling based on adiabatic wall temperature, η in Eqn. (1.1),

was used in the above results. It was considered to be a function of at least the non-

dimensional distance downstream of the slot and ṁ (= ρcuc/ρ∞u∞), the ratio of coolant

mass flux per unit area to primary stream mass flux per unit area, i.e. η = f(x/s, ṁ).

Some experiments were performed more recently on the subsonic film cooling prob-

lem with more parameters considered. Lebedev et al. [17] studied the effects of tur-

bulence on film cooling efficiency and found that an increasing turbulence decreases

film cooling effectiveness. It was found that at small injection rates (ṁ < 1) a high

turbulence intensity results in a significant decrease of the film cooling effectiveness

compared to low-turbulence flow. The effect of turbulence decreases at large injection

parameters (ṁ > 1) due to the fact that the energy of the primary flow is a lot less

than the average kinetic energy of the injected wall jet. Thus the wall boundary layer

is quite stable to external disturbances.

Lee et al. [18] investigated the effects of bulk flow pulsation on film cooling with

compound angled holes. A row of five film cooling holes was considered with orientation

angles of 0◦, 30◦, 60◦ and 90◦ at a fixed inclination angle of 35◦. Static pressure pulsa-

tions were produced with the pulsation frequency fixed at 36Hz. It was observed that

as the orientation angle increases, the injectant concentration spreads further into the

spanwise direction because of pulsations than for the steady case. With pulsations the

adiabatic film cooling effectiveness value decreases regardless of the orientation angle.

According to the boundary layer temperature, pulsations induced large disruptions to

the boundary layer temperature distribution and the film coverage.

Lee et al. [19] carried out experiments to study film cooling effectiveness around

shaped holes with compound angle orientations. The shaped holes with compound

angle injection were found to provide improved film cooling effectiveness up to 55% in

comparison with round hole data at high blowing ratios.
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1.2.2 Supersonic film cooling experimental study

Goldstein et al. [1] were the first to report an experimental investigation of film cooling

in a supersonic free stream flowing along a flat plate. The main flow consisted of air at a

Mach number of 3.01. Both air and helium were injected sonically through a tangential

rearward-facing slot. Three different slot heights of 1.6256, 3.1242, and 4.6228 mm.

with a constant lip thickness 1.4478 mm. were used for air. A slot height of 1.6002

mm was used for helium. The total temperature of the main flow stream was close

to the room temperature while the temperature of the wall at the point of injection

varied between 418◦ and 655◦R for air and from 562.8◦ to 663.7◦R for helium. In the

experiments, both the primary flow boundary layer and the coolant flow boundary layer

were found to be laminar. For the air injection, two empirical equations of film cooling

effectiveness were obtained for different cases of the ratio of coolant to mainstream

mass flux per unit area being less or greater than 0.12. From the limited data of

injection with helium, it was found that its larger specific heat compared to air causes

a higher film cooling effectiveness. Also it was noted that the supersonic film cooling

effectiveness was much greater than that for subsonic film cooling. But the film cooling

effectiveness decreased more rapidly when the primary stream is supersonic.

Clark et al. [20], Hyde et al. [21], and Kwok et al. [22], all from the Virginia

Polytechnic Institute and State University, reported their experimental results for su-

personic tangential slot injection into supersonic flow. Existence of organised structures

were found in both the helium-injected and air-injected shear layers.

Bass et al. [23] examined two coolant gases, hydrogen and nitrogen, two nozzle

shapes, two coolant Mach numbers, three slot heights, three lip thicknesses, two levels

of mainstream total temperature, two levels of flowpath divergence, and a wide range

of the ratio of coolant mass flux per unit area to mainstream mass flux per unit area in

supersonic film cooling. A correlation parameter was found to give reasonable results

for film cooling effectiveness. The cleaner flow field Prandtl-Meyer designed nozzles

had slightly better effectiveness than the two-dimensional design with its accompanying
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wakes. Axial pressure gradient was found to have a significant effect on effectiveness.

Stafford and Hartfield [24] investigated sonic tangential slot injection into super-

sonic flow with an adverse pressure gradient. In the experiment, a shock train was

established within a diverging Mach 2 test-section to create the pressure gradient. It

was found that the shear layer moved toward the primary flow and became less coherent

as the shock train advanced upstream. The movement of the shock train upstream also

caused the shock structures to be less defined due to the increasing tunnel pressure.

Enhanced mixing was observed which may lessen the cooling effectiveness of tangential

slot injection with an adverse pressure gradient. The result is important since in a su-

personic combustion ramjet, the pressure rise associated with combustion can generate

an adverse pressure gradient in the combustor due to the combustor geometry.

Hansmann et al. [25] studied the influences of density and velocity ratios between

the primary and secondary flow on the film cooling process. Stationary air flows with

static temperatures between 2000K and 3000K and the Mach number varying between

0.5 and 1.0 were used in the experiments. The air and helium cooling gases were

injected through a slot, inclined at 45◦ to the primary flow stream direction. The

range of blowing rates was between 0.4 and 2.6. It was observed that the velocity

and density gradients between cooling and primary flows had a considerable influence

on the cooling effectiveness. Comparison of different cooling gases showed that the

injection of helium led to significantly higher cooling efficiency than the injection of

air, at constant mass flux densities. It should be noted that in the experiment, the

wall was treated as isothermal due to the high hot gas temperatures. The film cooling

effectiveness was defined in [25] as the ratio between the heat transfer coefficients with

and without film cooling in accordance with the following equation:

η = 1− q̇c
q̇0

(1.3)

where q̇c and q̇0 are the heat transfer rate coefficients with and without film cooling.

Juhany, Hunt, and Sivo [26] examined the dependence of film cooling effectiveness
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on the injection Mach number, velocity, and mass flux. The freestream Mach number

was 2.4, and the injection Mach numbers ranged from 1.2 to 2.2 for both air and helium

injection. It was found that for a heated injection with velocity ratio greater than 1,

the wall temperature increased downstream with the slot, resulting in an effectiveness

greater than one. Also the comparison between helium and air experiments indicated

that the effectiveness increased with the heat capacity of the gas, which was observed

earlier by Goldstein et al. [1] and Hansmann et al. [25].

Juhany and Hunt [27] also investigated the flowfield of supersonic slot injection

and its interaction with a two-dimensional shock wave. Similar parameters were se-

lected as in [26]. The total pressure profiles perpendicular to the wall were measured

at different axial locations, the farthest being at 90 slot heights. With heated gas in-

jection, experiments were conducted to determine the adiabatic wall temperatures and

the wall static pressures. The same measurements were then repeated including the

impingement of two-dimensional shock waves at 60 slot heights downstream of the slot.

The shock strengths were selected to illustrate the differences on the flow caused by

separated and attached flows. With the oblique shock impingement, the temperature

measurements of the flow indicated that the slot injection was beneficial for maintain-

ing the surface at a desired temperature. However, the effectiveness of the film coolant

decreased.

Kanda et al. [28, 29] also studied supersonic film cooling with shock wave interac-

tion. It was found that the decrease of the film cooling effectiveness in the region of the

shock wave/film cooling interaction may not have been caused by mixing of the coolant

with the primary gas, but rather by the decrease of the Mach number of the coolant.

In the vicinity of the wall surface, mixing between the coolant and the primary fluid

was unimportant, and the coolant layer produced effective film cooling in the region of

shock wave/film cooling interaction. Also a flow structure model was constructed to

simulate the pressure distribution.

As described by Goldstein et al. [1], the following equation can be used to estimate
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air film cooling effectiveness downstream of the cooling length. Different researchers

obtained different coefficients of A, b and c or similar equations.

η = A · (x/h)b · ṁc (1.4)

It should be noted that in different equations given by different researchers, h may

be the slot height or the step height which equals the slot height plus the lip thickness.

The coefficients given by Goldstein et al. [1] are listed in Table 1.1. Here h is the step

height.

Coolant gas Mc M∞ ṁ A b c
Air 1.0 3.0 ṁ ≤ 0.12 550.0 -2.0 0.8
Air 1.0 3.0 ṁ > 0.12 162.0 -1.2 1.2

Helium 1.0 3.0 0.01 ≤ ṁ ≤ 0.02 10,000.0 -2.0 0.8

Table 1.1: Coefficients given by Goldstein et al. [1]

1.2.3 Hypersonic film cooling experimental study

Parthasarathy and Zakkay [9] executed hypersonic film cooling with the main stream

at Mach number 6.0 and the coolant stream at sonic velocity. Four different gases,

air, helium, hydrogen and argon, were selected as coolants in the experiments. Three

distinct regions were found downstream of the coolant injection. Close to the slot

there was a region where the adiabatic wall temperature was equal to the coolant

stagnation temperature. The second region existed downstream of the first region,

where the mixing exhibited a nonsimilar nature. It was called the transition region in

[9]. Farther downstream from the slot, that is, in the third region, the effectiveness

decayed to a power-law form. For different coolant gas, the power-law was found to

be different due to the different heat capacity. A comparison between the film cooling

effectiveness with supersonic and subsonic primary flow was performed. Significantly

higher cooling performance was achieved in hypersonic flow.

Richards and Stollery [30, 31, 32] investigated both turbulent (M = 7.5, 8.2) and
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laminar (M = 10.0) hypersonic film cooling at isothermal wall conditions with effec-

tiveness as defined in Eqn. (1.3). In the turbulent case, two equations were obtained to

estimate the effectiveness of film cooling in regions close to and far away from the slot.

Also experiments were carried out in which air was injected into a laminar boundary

layer at Mach number 7.5, when transition to turbulent flow occurred after injection. It

was observed that just downstream of the transition point heat transfer rates occurred

which were higher than the case without injection. In the laminar case, the effect of slot

height, flow conditions, and differing coolant gases were examined. A simple discrete

layer theory was found to give fair agreement with the experimental results close to

the slot.

Cary and Hefner [7] performed experiments to investigate the effects of slot height,

coolant mass-flow rate, injection gas temperature, and heat conduction from the main-

stream through the slot lip for a Mach 6 mainstream with sonic tangential slot injection.

The efficiency was found to be significantly improved compared with cases at lower

Mach numbers, as described in [9]. Skin friction downstream of the slot was found

to be reduced with the greatest reductions occurring near the slot. Heat conduction

from the mainstream through the slot lip was observed to significantly alter the slot

temperature profile and thus modify the downstream effectiveness of the slot when the

temperature of the injected gas was sufficiently different from that of the freestream

flow.

Zakkay et al. [33] investigated tangential slot injection with a streamwise adverse

pressure gradient in a Mach 6 axisymmetric wind tunnel. The results indicated that the

better film cooling effectiveness could be obtained when an adverse pressure gradient

was present.

Majeski and Weatherford [34] found that film cooling was an effective means of

reducing heat transfer to a sensor window at Mach number 8. An empirical correlation

model was also developed to be used to extrapolate to flight conditions.

Olsen et al. [2] performed experiments to study coolant delivery pressure, slot height
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and lip thickness, and incident shock effects in two-dimensional hypersonic film cooling.

Some design guidelines were published as follows. Coolant pressure matched to the local

boundary layer edge pressure was found to be most effective. Larger slot heights are

more effective than smaller slot heights. And, lip thickness, in [2], has no net effect on

film cooling and can therefore be set by other design considerations. Incident shocks

degrade film cooling effectiveness.

Equations similar to Eqn. (1.4) were also used in [9, 31, 7, 33] to give an estimation

of film cooling effectiveness. Zakkay et al. [33] also considered the Reynolds number

as a factor which also changes film cooling effectiveness.

1.3 Numerical studies of film cooling

With the development of computational techniques and the computer itself, CFD be-

comes an increasingly important tool to simulate complex flow. It is very difficult to

obtain practically the hypersonic flow conditions at reasonable power levels, thus ex-

periments in hypersonic film cooling are usually done in short duration facilities. Tech-

niques have been developed however to achieve reasonably accurate measurements.

However, the merit of the computational study of film cooling is obvious especially in

hypersonic flows.

An early numerical study of film cooling was performed by Beckwith and Bushnell

[35] in 1971. An implicit finite-difference method was utilised to solve the boundary-

layer equations for the conservation of mass, momentum, and total enthalpy for the

mean flow. A method based on eddy-diffusivity and mixing-length concepts was devel-

oped in order to calculate the rapidly changing profiles of velocity, temperature, and

concentration of multi-species gases just downstream of the slot and in the subsequent

relaxation region (where the profiles relax to those for an undisturbed boundary layer

far downstream of the slot). Comparisons of predicted velocity profiles, boundary-layer

thickness, heat transfer, skin friction, and recovery temperatures had been made with

experimental data from early investigations at freestream Mach numbers of 3 and 6.
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In general, good results were obtained especially in the area just downstream of the

slot.

Cary and Hefner [7] compared their experimental effectiveness and skin-friction data

with the predictions obtained from the above code. Good agreement was observed.

The following assumptions were made in the code: 1) air-to-air injection, 2) constant

pressure field across the boundary layer (dp/dy = 0 everywhere, no shocks), and 3)

a thin slot lip (causing no flow separation or recirculation). Skin friction was also

investigated in this study and was observed to decrease downstream of the slot, with

the greatest reductions occurring near the slot.

Wang [36] developed a boundary layer code which was used to predict the film cool-

ing effectiveness for the optical window on a hypersonic vehicle. An inviscid-viscous

coupling approach was used together with the k − ε [37] turbulence model. This ap-

proach assumed that viscous effects were limited to the mixing-layer region and in the

immediate vicinity of the wall. Outside the mixing-layer, the flow was treated as invis-

cid and the flow phenomena were modelled by the Euler equations. An implicit finite

difference technique was used to solve the governing equations. A series of parameters,

such as coolant slot height, coolant exit conditions, tunnel or flight conditions were

studied using the code. The predicted surface pressures and heat transfer rates were

shown to agree well with the experimental data.

O’Connor and Haji-Sheikh [11] numerically simulated the experimental work done

by Goldstein et al. [38]. Three different slot heights, 1.62, 3.12, and 4.62 mm were used.

Six coolant airflow values were selected for each slot height, resulting in secondary-to-

primary airflow ratios (ṁ = ρcuc/ρpup) between 0.5 and 8%. The coolant air stream

was injected parallel to a flat plate in a Mach 3.0 divergent nozzle. In this numerical

study, the two-dimensional Navier-Stokes equations were solved using the HAWK2D

code with a two-equation k − kl turbulence model [39]. This turbulence model was

derived from a Reynolds stress closure model and modified for compressible flow. The

Beam and Warming approximation factorisation algorithm was applied in HAWK2D
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to solve the equations produced by central differencing of the N-S equations on a

regular grid. This algorithm employed the alternating direction implicit (ADI) style

formulation to reduce computational time. The local Reynolds number of the primary

flow at the splitter plate based on local conditions and primary flow passage height was

4.4× 105, indicating a laminar boundary layer. It was found that film cooling through

a rearward-facing slot into a supersonic flow stream can be effective. The cooling

effectiveness dropped due to mixing between the primary and secondary streams at

some downstream location. Also the rate at which the effectiveness decreased was

greater than for subsonic primary flow conditions. The step or slot height was found

to be neglected under a given coolant injection rate. All these conclusions agree well

with the experimental results. An adiabatic wall boundary condition was used so

that only the wall temperature was considered which is unusual in hypersonic and

some supersonic experimental film cooling studies. Moreover, only laminar flow was

considered in this study.

Takita [5] tackled the supersonic film cooling problem on a cylinder body, rather

than on a flat plate (Fig. 1.7). The cylinder with one slot was placed behind a detached

shock wave in a supersonic airflow. A coolant gas issued uniformly from a slot located

over 5 degrees from the centerline of the cylindrical body. Both reactive gas (hydrogen)

and inert gases (nitrogen and helium) were simulated as the coolant.

The two-dimensional multispecies Navier-Stokes equations including full chemistry

were solved using a finite difference method. It was found that if the effect of the

reaction was omitted, hydrogen had the greatest efficiency of all the gases because it had

the highest heat capacity and lowest molecular weight. When combustion occurred, the

cooling efficiency would decrease. The cooling effectiveness was found to dramatically

decrease when the injection angle was changed from 0 to 90 degrees. Although the

authors were quite confident that the results obtained by CFD were of sufficient quality,

this is difficult to judge because of the lack of experimental data. Again, an adiabatic

wall was assumed in the study.
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Figure 1.7: Film cooling on a cylinder body (Takita [5])

Aupoix et al. [40] performed both an experimental and a numerical study at ON-

ERA to simulate supersonic film cooling in a rocket engine. Two injector heights and

cold and ambient temperature films, as well as matched and under- and over-expanded

films have been studied. A mixture of air and vaporised liquid nitrogen was used as

the coolant to be injected into the main air flow. In the numerical study, compressible

boundary-layer equations were solved using a finite volume technique. From the exper-

imental wall temperature profiles, it was found that some heat transfer occurred. Since

it was not high, all calculations were executed using adiabatic wall conditions. In this

numerical study, many turbulence models were tested. First, the Cebeci and Smith [41]

and the Baldwin and Lomax [42] algebraic models were tested because of their sim-

plicity and cheapness. Then five k − ε models (Jones and Launder [37], Launder and

Sharma [43], Chien [44], Nagano and Tagawa [45], and So et al. [46]) and the Wilcox

k − ω [47] two-equation model were studied. Finally, a four-equation model due to

Sommer et al. [48] was tested. The goal was to get rid of the assumption of a constant

turbulent Prandtl number to compute the turbulent heat fluxes as experiments tend to
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show that the turbulent Prandtl number is roughly constant in boundary layers and in

mixing layers but with different levels. The Sarkar’s dilatation dissipation correction

[49] was also implemented in Chien’s k − ε model. Algebraic turbulence models were

not found to be well suited to predict film cooling flows, whereas two-equation models

correctly reproduce the key features of the flow. The So et al. model [46] was found to

provide the best prediction of the flow field among all the models tested, even though

the deviation of the adiabatic wall temperature was very large. The authors attributed

this to the turbulence model and the boundary-layer approach, which however was not

representative near the injector lip where a small downwash of the mixing layer was

predicted. However, the boundary-layer approach is an efficient and inexpensive way

to investigate film cooling.

Garg [3] investigated heat transfer on a film-cooled transonic rotating turbine blade

using three different turbulence models. A three-dimensional Navier-Stokes code was

used with the Baldwin-Lomax model [42], the Wilcox k−ω [50] and the Coakley q−ω

[51] models. All models were observed to provide a reasonably good prediction of the

heat transfer on the suction surface of the film-cooled rotor blade when compared to

the experimental data. The B-L model was found to give a better prediction than the

two-equation models at the leading edge. On the pressure surface, the k−ω turbulence

model was found to provide the best heat transfer prediction in general. Both the B-

L and q − ω models under-predicted the surface heat transfer considerably. In this

numerical study, uniform distribution of the coolant velocity (relative to the blade),

temperature, turbulence intensity and length scale at the hole exit was specified.

Kassimatis et al. [52] developed a pressure-type boundary condition, based on

uniform total pressure, for the film cooling problem to yield more accurate results

than the widely used uniform velocity assumption for blowing ratios greater than 0.5

(uc/up > 0.5). At high blowing ratios, the viscous effects are small and hence the total

pressure can be treated as constant and provide a better boundary condition. But

during each iteration, the uniform total pressure needs to be adjusted so that the mass
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flow through the slot equals the required value.

Takita and Masuya [53] solved the two-dimensional multispecies compressible Navier-

Stokes equations with the k − ε low-Reynolds-number turbulence model [54]. Sarkar’s

correction [49] for the compressibility effect was also applied to the source term in the

equation for k. A H2/O2 combustion model was included with 9 species and 37 elemen-

tary reactions. N2 was assumed to be an inert gas, so that its reactions were omitted.

The 3rd-order MUSCL TVD scheme was used for the discretisation of convective terms.

Effects of combustion and shock impingement on supersonic film cooling by hydrogen

were investigated. No large difference due to the effect of the shock impingement on

the film cooling between H2 and the nonreactive coolant appeared.

Gartshore et al. [6] executed both an experimental and a computational study to

investigate the effect of hole shape. Two sets of compound-oriented holes, one square

and the other round with the same cross-sectional area, as sketched in Fig. 1.8, were

tested under the same three blowing ratios, 0.5, 1.0 and 1.5. The square holes were

found to be slightly superior only very close to the injection point and only at low

jet-to-crossflow velocity ratio. For all higher blowing ratios and at large downstream

distances, the round holes were better due to the lower integrated momentum flux

away from the wall plane at the hole exit. The standard k − ε turbulence model was

used. The numerical results were too high for both geometries. The authors suggested

the use of more complicated turbulence models and wall function representations to

improve the comparison.

Lin et al. [55] performed a blind-test (in which experimental data were not released

until the CFD simulations were completed and submitted) to investigate the three-

dimensional flow and heat transfer about a semi-cylindrical leading edge with a flat

afterbody that was cooled by film-cooling jets, injected from a plenum through three

staggered rows of compound-angle holes with one row along the stagnation line and two

rows along± 25◦. Comparison with experimentally measured temperature distributions

and adiabatic effectivenesses indicated the computational result to be reasonable and
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Figure 1.8: Film cooling injection hole geometry (Gartshore et al. [6])

physically meaningful. But discrepancies were obvious in coolant jet spreading rate and

the amount of hot gas entrainment. The computations were observed to under predict

normal spreading, over predict lateral spreading above the surface, and under predict

lateral spreading on the surface. Lin et al. attributed these errors to the isotropic

turbulence model used, which could not account for the Reynolds stress redistribution
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as eddies flatten as they approach the wall. All the computations were performed by

using the CFL3D code with the Menter SST turbulence model [56].

1.4 Objectives

There has been a continous interest in mixing problems in hypersonic flow over the past

forty years during the development of supersonic scramjet engines. Mixing is involved

with both the injection of the fuel into the combustion chamber and the cooling of

heated surfaces in the high speed flow. It is more appropriate to tackle the latter

problem before the former one. From the review presented above, it is clear that a lot

of experimental work has been done during the past forty years. But since the film

cooling problem is very complex, it is found that it is difficult to achieve a universal

equation to predict the film cooling effectiveness from the experimental results. Thus

there is a need to perform a numerical study of film cooling to enable satisfactory

prediction. Usually the slot height is very small (a few millimetres), therefore, it is

difficult to obtain detailed information by experiment on the flow in the near slot area.

CFD provides the possibility of investigating the full flow field including the near slot

region in detail.

Although some numerical studies have been performed to investigate the film cool-

ing problem, they are mainly focused on subsonic and supersonic flows. Nowadays,

there is a resurgence of interest in hypersonic flight and rockets, so it is important to

execute a numerical study of film cooling in hypersonic flows. The literature search

identified the data of Richards and Stollery [30, 31, 32] as being suitable to validate

the numerical methods. The method of measuring heat transfer rate has not changed

significantly until today. The approach used in this study is to simulate film cooling

in both hypersonic laminar and turbulent flows based on the experimental work done

by Richards [30]. The experiments in hypersonic flow were carried out at sufficiently

high freestream densities that the flow can be considered as continuous, and that the

Navier-Stokes equations are the appropriate ones to solve.
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The objectives of this numerical simulation are: 1) to validate the Navier-Stokes

solver, PMB2D, in hypersonic flows, 2) to use the PMB2D code instead of boundary

layer solvers used by previous researchers to investigate the mechanism of film cooling

in both hypersonic laminar and turbulent flows, and 3) to study the effects of different

parameters including the coolant injection rate and the slot height in the film cooling

process.

In the following Chapter the governing equations and numerical methods are briefly

described. Chapter 3 gives a numerical study on both hypersonic laminar and turbulent

flows over a flat plate. The flat plate flow can be treated as a particular case of

the simple film cooling problem by setting the slot height and the coolant injection

rate to zero. It can also provide a reference datum to check the effectiveness of film

cooling. Different turbulence models are considered for calculations in the turbulent

flow regime. Chapters 4 and 5 contain detailed numerical studies of hypersonic laminar

and turbulent film cooling respectively. In laminar flow, a uniform boundary condition

at the slot exit has been found to be inadequate for predicting the heat transfer,

whilst an extended coolant inlet gives improvement. In turbulent flow, a dilatation-

dissipation correction to the k − ω turbulence model has been introduced which gives

improved prediction of the experimental data. The coolant fluid was observed to affect

the primary boundary layer in two ways: 1) a separate layer set up by the coolant

fluid itself, 2) a mixing layer between the primary and coolant flow streams. Curve

fitting of the cooling length and the film cooling effectiveness has been applied to study

the relationship between the film cooling effectiveness and a grouping of variables,

x/(h ṁ). A two-equation model has been presented to illustrate the relationship for

not only the laminar but also the turbulent flows. For film cooling effectiveness in log-

log coordinates, a second-order polynomial curve can be used to fit the laminar flows,

whilst a straight line is suitable for the turbulent flows. Conclusions and suggestions

for future work are presented in Chapter 6. Finally, implementation and validation of

the Spalart-Allmaras one-equation turbulence model which the author had contributed
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to the PMB code development is included in Appendix A for completeness.



Chapter 2

Model Equations and Numerical

Methods

2.1 PMB2D code

The PMB2D code developed at the University of Glasgow is used in this study to

examine film cooling in hypersonic flow. This code is a generic CFD code which has

been used to successfully model steady and unsteady flows including aerofoils, wings,

jets and cavities in subsonic and transonic flows. The PMB2D code was used by Feszty

[57] to investigate hypersonic flows over bodies of revolution. With Harten’s entropy

fix, both inviscid and laminar cases were calculated successfully. A brief introduction

of the PMB2D code is given in this chapter.

2.1.1 Governing equations

The Navier-Stokes equations are the model equations of motion for a continuous viscous

fluid. The two-dimensional Navier-Stokes equations can be written in non-dimensional

conservative form in Cartesian coordinates as

∂Q

∂t
+
∂ (Fi − Fv)

∂x
+
∂ (Gi −Gv)

∂y
= 0, (2.1)

26
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where Q = (ρ, ρu, ρv, ρE)T denotes the vector of conservative variables, ρ is the

density of the fluid and u and v are the two Cartesian components of the velocity. The

specific total energy is defined as

ρE =
p

γ − 1
+

1

2
ρ
(
u2 + v2

)
. (2.2)

The inviscid flux vectors Fi and Gi are,

Fi =




ρu

ρu2 + p

ρuv

u (ρE + p)



, Gi =




ρv

ρuv

ρv2 + p

v (ρE + p)



.

The viscous flux vectors Fv and Gv are given by

Fv =
1

Re
(0, τxx, τxy, uτxx + vτxy + qx)

T ,

Gv =
1

Re
(0, τxy, τyy, uτxy + vτyy + qy)

T ,

where the components of the stress tensor and of the heat flux vector are modelled in

the following way

τxx = − (µ+ µt)

(
2
∂u

∂x
− 2

3

(
∂u

∂x
+
∂v

∂y

))

τyy = − (µ+ µt)

(
2
∂v

∂y
− 2

3

(
∂u

∂x
+
∂v

∂y

))

τxy = − (µ+ µt)

(
∂u

∂x
+
∂v

∂y

)

qx = − 1

(γ − 1)M 2
∞

(
µ

Pr
+

µt
Prt

)
∂T

∂x

qy = − 1

(γ − 1)M 2
∞

(
µ

Pr
+

µt
Prt

)
∂T

∂y
.

The turbulent eddy viscosity µt is set to zero in a laminar calculation and evalu-

ated by another model (Section 2.2.1) in turbulent flows. The laminar viscosity µ is

evaluated using Sutherland’s law
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µ

µ0

=

(
T

T0

)1.5
T0 + 110

T + 110
,

where µ0 is the reference viscosity at a reference temperature T0, taken as µ0 = 1.7894×

10−5 kg/(m · s) with T0 = 288.16K.

Finally, the closure of the N-S equations requires the perfect gas equation:

p = ρRT. (2.3)

2.1.2 Numerical procedures

The equations are transformed from the physical domain (x, y, t) to the computational

domain (ξ, η, τ) with the grid spacing in the computational space being uniform and of

unit length. This produces a Cartesian computational domain which is a cuboid and

has a regular uniform mesh.

The N-S equations are discretised in space using a cell-centred finite volume ap-

proach. The convective terms are discretised using either the Osher or Roe [58] scheme.

All calculations in this study were obtained using the Roe scheme since it has been

proven to be better suited for hypersonic flows [59]. The Harten entropy fix [60] was

introduced in the Roe scheme in order to avoid the occurrence of non-physical expan-

sion shocks. MUSCL variable interpolation is employed to achieve 2nd order spatial

accuracy. The diffusive terms are discretised by central differencing. A time-marching

scheme is performed to get a steady solution. Further details of the numerical method

used in PMB2D can be found in [61, 62, 63].
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2.2 Turbulence models

2.2.1 The Wilcox k − ω turbulence model

The k − ω turbulence model [64] is the original model implemented in the PMB2D

code to calculate the eddy viscosity µt. This model can be written in non-dimensional

form as





∂(ρk)

∂t
+
∂(ρujk)

∂xj
− ∂

∂xj

(
µ+ σ∗µt
Re

∂k

∂xj

)
= Pk − β∗ρωk

∂(ρω)

∂t
+
∂(ρujω)

∂xj
− ∂

∂xj

(
µ+ σµt
Re

∂ω

∂xj

)
= α

ω

k
Pk − βρω2.

(2.4)

The turbulent eddy viscosity is defined by

µt = Re ρ
k

ω
. (2.5)

The production term Pk and closure coefficients are given as

Pk =
µt
Re

[
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)2

− 2

3

(
∂uk
∂xk

)2
]
,

α = 5/9, β = 0.075, β∗ = 0.09, σ = 0.5, σ∗ = 0.5.

It is suggested that the smooth wall boundary condition is applied within the range

0 < y+ < 2.5. The exact solution of the transport equation for ω as y → 0 is adopted,

i.e., ω = 6µw/(βρy
2). Wilcox originally suggested that this condition should be applied

to several cells within the viscous sub-layer. However, the Menter interpretation of this

boundary condition [56] is widely adopted, by applying a single value at the wall of

kw = 0, ωw = 10
6µw

Reβρ(∆y1)2
, (2.6)

where ∆y1 is the distance to the next point away from the wall. The above equation

simulates the smooth wall boundary condition as long as ∆y+
1 < 3.

The convective terms of Eqn. (2.4) are discretised by the Engquist-Osher method,
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considering the k and ω equations as decoupled scalar equations with a prescribed

velocity field. The spatial discretisation is either first or third order accurate using

MUSCL interpolation with the Anderson or Van Albada limiter. The viscous diffusion

terms are discretised using the central difference method. The source terms are also

evaluated at the cell centre. So similar numerical methods to the mean flow solver are

used to solve the k − ω transport equations.

2.2.2 The Menter baseline turbulence model

Menter proposed two turbulence models in 1994 [56]. The first model, which is called

the baseline (BSL) model, retains the formulation of the Wilcox k − ω model in the

near wall region, and takes advantage of the freestream independence of the k−ε model

in the outer part of the boundary layer. The original Wilcox k−ω model is used in the

sub- and log-layer and is gradually switched to the standard k − ω model in the wake

region of the boundary layer by introducing a blending function F1. The k − ε model

is also used in free shear layers. This BSL model is found to be very similar to the

original k − ω model for boundary layer flows, but it avoids the strong sensitivity to

the freestream flow conditions of that model. The following nondimensional equations

describe the BSL model:





∂(ρk)

∂t
+
∂(ρujk)

∂xj
− ∂

∂xj

(
µ+ σkµt
Re

∂k

∂xj

)
= Sk

∂(ρω)

∂t
+
∂(ρujω)

∂xj
− ∂

∂xj

(
µ+ σωµt
Re

∂ω

∂xj

)
= Sω.

(2.7)

Sk and Sω in the above equations are the source terms which can be written as





Sk = Pk − β∗ρωk

Sω = γ
ρ

µt
Pk − βρω2 + 2(1− F1)

ρσω2

ωRe

∂k

∂xj

∂ω

∂xj
.

(2.8)

The constants φ of the BSL model can be calculated from the constants, φ1, φ2, as

follows:
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φ = F1φ1 + (1− F1)φ2. (2.9)

The constants of set 1 (φ1) are (Wilcox):

σk1 = 0.5, σω1 = 0.5, β1 = 0.075

β∗ = 0.09, κ = 0.41, γ1 = β1/β
∗ − σω1κ

2/
√
β∗.

(2.10)

The constants of set 2 (φ2) are (standard k − ε):

σk2 = 1.0, σω2 = 0.856, β2 = 0.0828

β∗ = 0.09, κ = 0.41, γ2 = β2/β
∗ − σω2κ

2/
√
β∗.

(2.11)

The function F1 is designed to blend the model coefficients of the Wilcox k − ω

model in boundary layer zones with the transformed k − ε model in free-shear layer

and freestream zones. This function takes the value of one on no-slip surfaces and near

to one over a large portion of the boundary layer, and goes to zero at the boundary

layer edge. The auxiliary blending function is defined as

F1 = tanh(arg4
1)

arg1 = min

[
max

( √
k

0.09ωy
;

500µ

Reρy2ω

)
;

4ρσω2k

CDkωy2

]
,

(2.12)

where y is the distance to the next surface and CDkω is the positive portion of the

cross-diffusion term of the ω-transport equation

CDkω = max

(
2ρσω2

1

ω

∂k

∂xj

∂ω

∂xj
, 10−20

)
. (2.13)

The turbulent eddy viscosity is defined the same as the k − ω model in Eqn. (2.5).

The following choice of freestream values was recommended by Menter

k∞ = µt∞
ω∞
ρ∞

, ω∞ = (1→ 10)
u∞
L
, µt∞ = 10−(2→5)µ∞, (2.14)

where L is the approximation length of the computational domain. The boundary
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condition for ω at the wall surface is the same as mentioned before, Eqn. (2.6).

2.2.3 The Menter SST turbulence model

The other model proposed by Menter, the SST (shear-stress transport) model [56],

combines several desirable elements of the k − ε and k − ω turbulence models. The

above BSL model gives good results for mild adverse pressure gradient flows, but fails

to accurately predict flows with strong pressure gradients and separation [56] like pre-

vious two-equation models. This is a serious deficiency leading to an underestimation

of the effects of viscous-inviscid interaction which generally results in too optimistic

performance estimates for aerodynamic bodies. The reason for this deficiency is that

these models do not account for the important effects of transport of the turbulence

stresses. From the J-K model [65], significant improvements can be obtained with

the half-equation model by modelling the transport of the shear stress as being pro-

portional to that of the turbulent kinetic energy. With the same transport governing

equations used, the second model proposed by Menter results from a modification to

the definition of the eddy viscosity in the BSL model, which accounts for the effect of

the transport of the principal turbulent shear stress.

µt =
Reρk/ω

max [1; ΩF2/(a1ω)]
, (2.15)

where a1 = 0.31 and Ω is the absolute value of the vorticity. F2 is given by

F2 = tanh(arg2
2)

arg2 = max

(
2

√
k

0.09ωy
;

500µ

Reρy2ω

)
.

(2.16)

The constants of set 2 in the SST model are the same as the BSL model. But the

constants of set 1 are changed to:

σk1 = 0.85, σω1 = 0.5, β1 = 0.075

β∗ = 0.09, κ = 0.41, γ1 = β1/β
∗ − σω1κ

2/
√
β∗.

(2.17)
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Because the SST model includes the effect of the transport of the principal turbu-

lent shear stress, major improvements in the prediction of adverse pressure gradient

flows have been observed by many researchers [66, 67]. Both the Menter’s BSL and

SST models have been implemented into the PMB2D code in order to study the effect

of turbulence models in hypersonic turbulent film cooling.

2.2.4 The Spalart-Allmaras turbulence model

Another model tried in this computational study is the Spalart-Allmaras turbulence

model. This turbulence model is a one-equation model developed by Spalart and

Allmaras [68, 69]. It was inspired from an earlier model developed by Baldwin and

Barth [70]. The transport equation and coefficients of the S-A model were defined using

dimensional analysis, Galilean invariance, and selected empirical results. In Eqn. (2.18),

the transport equation of the S-A model in fully turbulent flow is non-dimensionalised

using the freestream flow variables. In the original S-A model, transition was also

considered, but is ignored here. The transport equation is then given by

∂ν̃

∂t
+
∂ (uj ν̃)

∂xj
− ∂

∂xj

(
ν + ν̃

σRe

∂ν̃

∂xj

)
= S, (2.18)

where the source term is divided into the following four parts S = S1 + S2 + S3 + S4

where





S1 = cb1Ω̃ν̃

S2 = cb2
σRe

[(
∂ν̃
∂x

)2
+
(
∂ν̃
∂y

)2

+
(
∂ν̃
∂z

)2
]

S3 = − cw1fw
Re

[
ν̃
d

]2

S4 = ν̃
(
∂u
∂x

+ ∂v
∂y

+ ∂w
∂z

)
.

(2.19)

All the auxiliary functions are redefined in non-dimensional form as
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χ ≡ ν̃

ν
, fv1 =

χ3

χ3 + c3
v1

, fv2 = 1− χ

1 + χfv1

fw = g

[
1 + c6

w3

g6 + c6
w3

]1/6

, g = r + cw2 (r6 − r) , r ≡ ν̃

S̃κ2d2
· 1

Re

Ω̃ = Ω +
ν̃

κ2d2
fv2 ·

1

Re
, Ω ≡

√
2ΩijΩij

σ = 2/3, cb1 = 0.1355, cb2 = 0.622, κ = 0.41

cv1 = 7.1, cw1 = cb1/κ
2 + (1 + cb2)/σ, cw2 = 0.3, cw3 = 2.

(2.20)

The S-A model has been implemented and validated by many researchers in the

past ten years [66, 67, 71, 72, 73, 74, 75, 76]. The S-A turbulence model was highly

recommended [66, 67] for attached flows. It can give results that are often similar to the

two-equation models, particularly to the Menter’s SST model. However it performs

less well in separated flows.

This model was implemented by the author in the PMB3D code, which is a 3-D

version of the PMB code. The implementation and validation can be found in Appendix

A.



Chapter 3

Hypersonic Flat Plate Study

3.1 The gun tunnel

All experiments done by Richards [30] were performed using the Imperial College gun

tunnel. In brief, it is a blowdown tunnel with a shock compression heater. The shock

is generated by compressed air driving a free light piston down a 6.096m long barrel

filled with the test gas. Unit Reynolds number, u∞/ν∞, can be varied for constant

total temperature, T0, by varying the driving pressure, pd, and the barrel pressure,

pb, keeping pd/pb constant. The total temperature can be varied for constant total

pressure by keeping pd constant and varying pb. A 10◦ half angle conical nozzle with

interchangeable throat inserts provides nominal test section Mach numbers of 7.5 and

10.0, whilst a contoured nozzle provides a uniform flow at Mach number of 8.2. The

nozzles have 0.2032m and 0.1905m exit-plane diameters respectively giving a useful

core of about 0.1524m. An open jet test section was used, and the useful running time

was approximately 40 milliseconds.

Two film cooling models were used in the experiments. Model B, which was used

for the test matrix used in this thesis, is shown in Fig. 3.1. Fig. 3.2 shows the cross

section of the film cooling model through the plenum chamber. The plenum chamber

was fed from two pipes from the rear, which led to a rearward facing slot through a

180◦ bend. This was used to enable the coolant to be injected tangentially along the

35
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model away from the leading edge.

Figure 3.1: Experimental film cooling model

This film cooling model was instrumented with thin film platinum resistance gauges

in order to measure the heat transfer rate. The instrumented section in Fig. 3.2 could

be raised or lowered so that different slot heights could be obtained. All experiments

in hypersonic laminar flow were executed using the M = 10.0 conical nozzle, while

for experiments in turbulent flow the M = 8.2 contoured nozzle was used. In all

experiments, isothermal wall conditions were applied. Although different coolant gases

including air, freon, helium and argon were used in the experimental study, only air is

considered for both the primary and the coolant flow in this CFD study.

Figure 3.2: Cross section of the film cooling model through the plenum chamber

For the flat plate study described in this Chapter, the slot height is set to zero. The

flat plate flow can be treated as a particular case of the simple film cooling problem
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by setting the slot height and the coolant injection rate to zero. It can also provide a

reference datum to check the effectiveness of film cooling. The flat plate flow investi-

gated in this Chapter is also a good case for the validation of the PMB2D code in both

hypersonic laminar and turbulent flows.

3.2 Hypersonic laminar flow over a flat plate

3.2.1 Definition of the primary flow conditions

In Table 3.1, three primary flow conditions (PFC) in the experiments at the nozzle

exit are selected at the same nominal Mach number of 10.0. The flow conditions in

this table and subsequent ones are given to 2 places of decimal. This was done so, not

to reflect the accuracy of the experiment, but to provide consistency in the numerical

calculations.

LFP Case M∞ Re/m T0 (K)
1 10.0 6.30× 106 1290.00
2 10.0 5.31× 106 1170.00
3 10.0 4.13× 106 1030.00

Table 3.1: Three different primary flow conditions at the nozzle exit for the laminar
experiments

Despite the experiments being performed in a conical nozzle, constant freestream

conditions were used for all the computations. LFP (laminar flow over a flat plate) Case

1 in Table 3.1 was at the nozzle exit plane. Assuming that the gas is thermodynamically

perfect, then the conditions here provide sufficient information for the definition of the

flow. From the gas law and the Sutherland’s law, other conditions of the primary

flow stream can be calculated giving the freestream static pressure 281.0N/m2 and

freestream static temperature 61.43K.

The position of the slot is important in the simulation of film cooling (to be dis-

cussed in Chapter 4) and this was not specified in [30], although it was expected to be

close to the nozzle exit. The experimental pressure distribution on the zero slot model
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used to provide the zero film cooling pressure and heat transfer measurements was

available and this was influenced by the viscous interaction. It had an experimental

value of 475.7N/m2 at the slot position. Predictions of this interaction were calcu-

lated numerically and compared with the experiments. It was found from comparison

of the experimental and calculated pressure variation, which naturally included the

viscous interaction, that the Mach number at the position of the slot within the con-

ical nozzle was 9.9, i.e., slightly upstream of the nozzle exit (where the Mach number

was 10.0). It was thought the best choice of condition to specify the slot position was

by equating these pressure values. The new freestream conditions were then taken as

M∞ = 9.9, T0 = 1290.0K and Re/m of 6.46× 106, p∞ = 476.00N/m2, T∞ = 62.62K

etc. The other conditions of the experiment are calculated accordingly. In Table 3.2,

three PFCs are achieved from Table 3.1 using the above method. It is stated here that

all the PFCs mentioned in the following discussions in Chapters 3 and 4 will be those

in Table 3.2, unless specified otherwise.

LFP Case M∞ Re/m p∞ (Pa) T0 (K) T∞ (K) Tw (K)
1 9.90 6.46× 106 476.00 1290.00 62.62 290.00
2 9.90 5.45× 106 341.00 1170.00 56.79 290.00
3 9.90 4.24× 106 214.00 1030.00 50.00 290.00

Table 3.2: Calculated three different primary flow conditions for laminar flows

3.2.2 Grid dependence test

The computational domain of the flat plate is illustrated in Fig. 3.3. Two blocks are in-

cluded in the topology. In the laminar film cooling study, the first block was defined by

the distance from the sharp leading edge to the slot of 33.02mm, corresponding to the

experimental configuration. The second block was defined by the distance 254.00mm

downstream of the slot. In the normal direction, the computational domains were cho-

sen to be 76.20mm, which is sufficiently far from the plate such that the oblique shock

wave passed out of the flowfield at the downstream boundary. The grid for the flat
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plate calculation is extracted from the film cooling grid. A fine grid and a coarse grid

were tested. For the fine grid, there are 95× 133 and 301× 133 grid points in the two

blocks in Fig. 3.3. The coarse grid was generated by extracting one grid point from

every two grid points in the fine grid. So for the coarse grid, there are 48 × 67 and

151× 67 grid points in these two blocks. Freestream conditions were set at the leading

edge and top of the computational domain. A simple first-order extrapolation from

the interior was applied at the outlet. Similar boundary conditions were applied in all

film cooling calculations.

P

L = 254.00 mm33.02 mm

76.20 mm 

Figure 3.3: Flat plate geometry description of laminar case

It is found that the farfield freestream temperature T∞ is very low compared with

the wall temperature Tw, the temperature gradient is thus high in the area very close

to the wall surface. So an iteration procedure using incremental values of T∞ is found

to be needed to approach the required value Tw/T∞ (about 5.0). A typical temperature

iteration in LFP Case 1 is Tw/T∞ = 1.5, 2.5, 4.0, 4.63. In each iteration, the flow field

of the last step was used as the initial flow field for the following case.

According to the isothermal wall condition applied in the experiment, all physical

surfaces are modelled as no-slip (viscous flow) isothermal wall surfaces. Zero pressure

gradient is used on these wall surfaces.

Both the coarse and fine grids were tested with all the three flow conditions listed

in Table 3.2 for validation of the PMB2D code. Static pressure and heat transfer

distributions are compared with experimental data in Fig. 3.4 and 3.5, respectively.

In these two figures, symbols indicate the experimental data while lines indicate

computational data. In the experiments, heat transfer rate and static pressure were

measured from the position of the slot (x/L = 0), only values from this point are
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Figure 3.4: Static pressure distributions over a flat plate, laminar flow
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Figure 3.5: Heat transfer rate distributions over a flat plate, laminar flow

compared here. As we can see in Fig. 3.4, due to the conical nozzle used in the

experiment, the static pressure decreased rapidly along the flat plate as the Mach

number increased. As mentioned before, our interest is to match the static pressure
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value at the beginning of the slot. It is clear that both the coarse and fine grids give

similar static pressure distribution. Heat transfer rate distributions in Fig. 3.5 agree

very well with the experimental data.

The relationship between enthalpy and velocity is given by the equation for conser-

vation of energy.

h+ 1
2
v2 = h0 = Constant, or

cpT + 1
2
v2 = cpT0 = Constant for a perfect gas.

(3.1)

At high Mach numbers the total enthalpy is nearly all converted into kinetic energy,

and the remaining enthalpy changes little with Mach number in the conical nozzle. Fur-

thermore the heat transfer rate is proportional to the difference between the recovery

temperature and the wall temperature, and the recovery temperature has a fixed rela-

tion with total temperature through Tr = Pr2/3 T0, thus also the heat transfer rate is

insensitive to the Mach number in the conical nozzle.

Although the heat transfer rate is not as sensitive as the static pressure, obvious

discrepancies can be observed near the trailing edge of the flat plate especially under

high Reynolds number (LFP Case 1). Again, the difference between the coarse and

fine grids is small in all cases.

From this grid dependence study, it was concluded that a grid density of 199×67 is

sufficient and that an increased grid density did not significantly alter the results. All

the calculations above converged well. Calculation details of LFP Case 1 are shown in

Table 3.3.

3.2.3 Temperature profiles

Static and total temperature profiles of LFP Case 1 normal to the wall at x/L = 0.2,

0.5 and 0.8 are depicted in Fig. 3.6. The thickness of the thermal boundary layer is

clearly growing. At x/L = 0.5, the temperature boundary layer is about 5mm, that

is, in such a thin layer, large temperature gradient exists at the wall leading to strong
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Grid size Tw/T∞ Explicit steps Implicit steps log residual
/CFL number /CFL number

199× 67 1.5 4000/0.1 517/5 -4
2.5 20/0.3 322/20 -4
4.0 20/0.3 135/50 -4
4.63 20/0.3 287/100 -8

396× 133 1.5 4000/0.1 1142/5 -4
2.5 20/0.3 797/20 -4
4.0 20/0.3 314/50 -4
4.63 20/0.3 941/100 -8

Table 3.3: Calculation details of LFP Case 1

heat transfer from the fluid to the wall. The static temperature contours illustrated

in Fig. 3.7 again clearly shows the development of the temperature profile through

the boundary layer including a high temperature layer in the vicinity of the wall. In

Fig. 3.7, the leading edge of the flat plate is located at the start point with x/L = −0.13.

3.3 Hypersonic turbulent flow over a flat plate

In this section, the PMB2D code was tested for its ability to simulate hypersonic

turbulent flow. As mentioned before, this code has been used to successfully model

steady and unsteady flows including aerofoils, wings, jets and cavities in subsonic and

transonic flows. It has also been successfully used to study the high-speed unsteady

spiked body laminar flows. The hypersonic turbulent flat plate flow is a good test case

to validate the PMB2D code in hypersonic turbulent flow. Besides the Wilcox k − ω

turbulence model, the Menter’s baseline and SST model have also been implemented

into the code.

The only working condition in the turbulent experiments tested was: M∞ =

8.2, Re/m = 2.21× 107, p∞ = 957.0Pa, T0 = 775.0K, T∞ = 53.64K.

In the experimental configuration, the flat plate was extended 152.40mm upstream

of the slot in order to enable a turbulent boundary layer to be developed before coolant

injection. The length of the flat plate downstream of the slot was again 254.00mm.
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Figure 3.6: Static and total temperature distributions normal to the flat plate at x/L =
0.2, 0.5 and 0.8, LFP Case 1
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Figure 3.7: Static temperature contour of the boundary layer along the flat plate, LFP
Case 1

The distance above the surface for the computational mesh was set to 76.20mm, the

same as for the laminar case. An extra block which can be called the freestream block

was added upstream of the leading edge of the flat plate in this calculation. The
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computational geometry is sketched in Fig. 3.8.

P

L = 254.00 mm152.40 mm76.20 mm

P

53.20 mm

76.20 mm 

Figure 3.8: Flat plate geometry description of turbulent case

The three-block mesh described in Fig. 3.8 (the upper one) was first tested. A

mesh with 92× 75 and 151× 75 grid points in the two blocks above the flat plate plus

7×75 grid points in the freestream block was tested using the k−ω turbulence model.

In the lower panel of the freestream block, a symmetrical boundary was specified.

Initially a freestream boundary was imposed on the front and upper edges of the

freestream block and on the upper edge of the plate block. Transition was observed in

this first calculation because of the freestream boundary imposed on the front edge of

the freestream block. Then on the same edge, the boundary was set up from a laminar

calculation using the same computational domain and flow conditions. This time,

transition occurred very quickly. In order to totally solve this problem, the geometry

was split into two blocks (the lower one in Fig. 3.8). The length of the modified block

is 53.20mm with 81× 75 grid points in it. At station, P, a given profile boundary was

prescribed based on previous calculations. Density, velocity, pressure, k and ω were all

extracted directly from the first test above, which would make the flow fully turbulent.

For the two-block topology, a fine grid with 173 × 99 and 289 × 99 grid points

was also tested in order to study the grid sensitivity. For both the meshes, the grid

was fine enough to make the dimensionless wall distance y+ < 0.1 for the first grid

point above the wall. Again as in the laminar calculations it was needed to set up

an iteration of Tw/T∞ to converge the solutions. All calculations then converged well.
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The convergence history of the fine grid tested is given in Table 3.4.

Tw/T∞ Explicit steps Implicit steps log residual
/CFL number /CFL number mean/turbulent solver

1.5 4000/0.05 2000/5 -3.84/-1.62
2.0 20/0.2 2000/10 -4.60/-2.43
3.5 20/0.4 1695/20 -4.53/-4.00
5.41 20/0.4 3995/50 -8.86/-8.00

Table 3.4: Calculation details of turbulent flat plate flow

The heat transfer rate comparison is depicted in Fig. 3.9. The experimental heat

transfer rates were only available downstream of the slot position of the film cooling

model, so only this region was used for comparison with the CFD results. The agree-

ment between the computational and the experimental result is very good for both

meshes.
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Figure 3.9: Heat transfer rate distributions over a flat plate, turbulent flow

In Fig. 3.10, static and total temperature distributions normal to the wall at x/L =

0.5 are shown. Comparing with the laminar case in Fig. 3.6, the temperature boundary

layer of the turbulent flow is much thicker than the one of the laminar flow. And the
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temperature in the near wall region changes very rapidly in turbulent flow.
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Figure 3.10: Static and total temperature distributions normal to the flat plate at x/L
= 0.5, turbulent flow

The Menter’s baseline and SST turbulence models were tested and found to give

similar results to the k−ω model for this hypersonic turbulent flat plate flow. But the

Spalart-Allmaras was found disappointingly to be not suitable for this hypersonic flow

since it converged very slowly when compared with the two-equation turbulence model

in this study. The low convergence of the S-A model was also observed by Hellsten [77]

and Goldberg [78].

A heat transfer rate comparison is shown in Fig. 3.11. The solid line indicates

the 2-D result using the PMB2D with the k − ω turbulence model. The dash-dot

line indicates the 3-D result using the PMB3D with the S-A turbulence model. The

coarse 3-block grid was used for the 2-D calculation. For 3-D calculation this grid was

extended in the z-direction. Since freestream inlet boundary was used, transition from

laminar flow to turbulent flow was observed in both cases. From the result of the S-A

model in Fig. 3.11, turbulence of the flow over a flat plate develops very slowly so the

flow stays laminar. Then after transition, heat tranfer rate is over-predicted by this
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model, which was observed by Goldberg [78] for hypersonic flow over a compression

ramp.
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Figure 3.11: Heat transfer rate comparison of different turbulence models

According to results from Paciorri et al. [76] and Goldberg [78], the Spalart-

Allmaras could be applied in heat prediction of hypersonic attached flow. But in

this study, this model did not work very well (mainly because of its very slow conver-

gence) thus it was not used in the film cooling study. For subsonic and supersonic flat

plate flows, this model had been tested and found to work well. Further validation of

the mean flow solver for hypersonic flows is needed which may help to make the S-A

model work.

3.4 Summary

Hypersonic flow over a flat plate is a very basic but important case for the validation

of a CFD code in the application of simulating hypersonic flow. Both laminar and

turbulent flows were studied here. The main interest concerns prediction of the heat

transfer rate from the fluid to the wall surface. Good agreement was achieved when
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compared with the experimental data which also gave confidence in the integrity of

the experimental measurements for the film cooling study. In Fig. 3.5 and 3.9, the

calculated heat transfer rate is commonly in agreement of the experimental data within

±8%. The grid dependence study has shown that the computational results obtained

are grid independent. These flat plate results would provide the basic information for

the calculations of film cooling effectiveness in the following chapters.



Chapter 4

Hypersonic Laminar Film Cooling

4.1 Analysis of the experimental flow conditions

Although most studies of film cooling have been executed on turbulent flow, laminar

flow is a common case for vehicle surfaces operating at high Mach numbers and at

low wall temperature conditions. The effect of slot height, streamwise slot position,

primary flow conditions and different coolant gases were examined by Richards [30] on

a flat plate in a gun tunnel under isothermal wall conditions. The wall and coolant

temperature were at the laboratory level of 290.0K.

Three groups of experiments in hypersonic laminar film cooling were executed.

The first group (LFC Cases 1 and 2 with 5) involved different primary flow condi-

tions with the same slot height (s = 1.2192mm) and coolant mass flow rate (ẇc =

5.07× 10−4 kg/s). The second group (LFC Cases 3-7) involved the same primary flow

conditions (Re/m = 6.46× 106, T0 = 1290.0K) and slot height (s = 1.2192mm) with

changing coolant mass flow rate. The third group (LFC Cases 8 and 9 with 5) involved

constant primary flow conditions (Re/m = 6.46 × 106, T0 = 1290.0K) and coolant

mass flow rate (ẇc = 5.07× 10−4 kg/s) with changing slot height.

Please note that all the flow conditions listed in Table 4.1 have been re-calculated

due to the conical nozzle used in the experiments as described in Section 3.2.1. For

the specification of the film cooling initial conditions at the slot exit, the mid coolant

49
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LFC Case Group M∞ Re/m T0 (K) s (mm) ẇc (kg/s)
1 1 9.9 5.45× 106 1170.0 1.2192 5.07× 10−4

2 9.9 4.24× 106 1030.0 1.2192 5.07× 10−4

3 2 9.9 6.46× 106 1290.0 1.2192 2.95× 10−4

4 9.9 6.46× 106 1290.0 1.2192 4.08× 10−4

5 9.9 6.46× 106 1290.0 1.2192 5.07× 10−4

6 9.9 6.46× 106 1290.0 1.2192 6.12× 10−4

7 9.9 6.46× 106 1290.0 1.2192 7.33× 10−4

8 3 9.9 6.46× 106 1290.0 0.8382 5.07× 10−4

9 9.9 6.46× 106 1290.0 1.6002 5.07× 10−4

Table 4.1: Experimental cases selected for numerical study (laminar flow)

mass flow case (5.07×10−4 kg/s) for a slot height 1.2192mm is taken as an illustration.

The slot width is 0.1143m giving a slot area of 1.39× 10−4 m2. With the film reservoir

temperature of room temperature, 290.0K, and the conditions of the film at the slot

exit, which is assumed to be a nozzle throat, and the coolant flow sonic, then the

pressure in the reservoir to give this mass flow rate is 1532.0Pa and the flow conditions

at the throat are: ρc = 0.01167 kg/m3, pc = 809.34Pa, Tc = 241.67K. Coolant flow

conditions at the slot exit for all cases are listed in Table 4.2.

LFC Case Group Mc ρc (kg/m3) pc (Pa) Tc (K)
1 1 1.0 1.17× 10−2 809.34 241.67
2 1.0 1.17× 10−2 809.34 241.67
3 2 1.0 6.79× 10−3 471.11 241.67
4 1.0 9.40× 10−3 652.30 241.67
5 1.0 1.17× 10−2 809.34 241.67
6 1.0 1.41× 10−2 978.46 241.67
7 1.0 1.69× 10−2 1171.73 241.67
8 3 1.0 1.17× 10−2 809.34 241.67
9 1.0 1.17× 10−2 809.34 241.67

Table 4.2: Coolant flow conditions (laminar flow)
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4.2 Preliminary study

4.2.1 Grid sensitivity study

In this preliminary study, LFC Case 5 was selected for the grid dependence study. The

computational domain is shown in Fig. 4.1.

76.20 mm 

L = 254.00 mm33.02 mm

P

S

C

1 2

3

Figure 4.1: Hypersonic laminar film cooling, description of the geometry

Because of the simple geometry, only three blocks were necessary. Two sets of two-

dimensional structured multiblock grids were generated using ICEMCFD HexaTM [79].

Denser grid distributions were set up in the near wall and the near slot area. The grid

in the near slot region is shown in Fig. 4.2. The reference length L is the length of the

flat plate downstream of the slot.

A fine grid and a coarse grid were created. For the fine grid, there are 67 × 99,

251× 99 and 251× 51 grid points in blocks 1, 2 and 3 in Fig. 4.1. For the coarse grid,

51×67, 151×67 and 151×43 grid points are included in these blocks. At the slot exit,

uniform boundary conditions were set up with values of all the conservative variables,

e.g., ρc, uc, vc, and pc as defined in Table 4.2. On the wall surface, the velocity was set

to zero. The coolant fluid was assumed to be parallel to the primary flow stream, thus

vc was set to zero.

The calculated static pressure and heat transfer distributions for these two grids

in Fig. 4.3 and 4.4 show that the calculations are grid independent. The static pres-

sure distribution is compared with the computational flat plate result under the same

primary flow conditions in Fig. 4.3. Just downstream of the slot, a pressure peak oc-

curs due to the interaction of the coolant flow with the primary flow stream. After
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Figure 4.2: Grid topology in the near slot region

about 50 s downstream of the slot, the disturbance to the static pressure disappears.

In Fig. 4.4 the heat transfer rate is compared not only with the experimental data, but

also with the flat plate results. It is obvious that film cooling for this laminar flow case

is very effective. Here the length from the slot to the point where heat transfer rate

becomes greater than zero is defined as the ”cooling length”. Under the flow conditions

in LFC Case 5, the cooling length is about 20 s. The wall surface is thus fully protected

from heating from the primary flow within the cooling length.

4.2.2 Changing primary flow conditions

LFC Cases 1 and 2 were also calculated using the same coarse grid. Again, static

pressure distributions are compared in Fig. 4.5 with the flat plate results. In Fig. 4.6

heat transfer rate distributions are compared with the experimental data. With total

temperature and static pressure decreasing, heat transfer rate will obviously decrease.

Although heat transfer rate is under-predicted in all three cases, the tendency is clearly

predicted.
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Figure 4.3: Grid sensitivity study: static pressure distribution
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Figure 4.4: Grid sensitivity study: heat transfer rate distribution

4.2.3 Coolant inlet extension

Since the heat transfer rate was not predicted well, it is necessary to investigate why this

happened. A possible cause is the uniform boundary condition used in this preliminary
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Figure 4.5: Changing primary flow conditions: static pressure distribtuion
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Figure 4.6: Changing primary flow conditions: heat transfer rate distribtuion

study and the coolant flow leaving parallel to the primary flow at the slot, which may

not accurately describe the flow. Cary and Hefner [7] measured the velocity and total

temperature profiles at the slot exit and found different types of profiles generated
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according to the mass flow rate (Fig. 4.7). Thus it is quite important to set up correct

profiles of flow parameters if the slot exit boundary is used in the numerical study.

Figure 4.7: Temperature and velocity rofiles measured at the slot exit by Cary and
Hefner [7]

Kassimatis et al. [52] analysed this uniform boundary condition, which was called

uniform velocity boundary in [52], as well as a boundary condition based on a uniform

total pressure boundary. It was found that the former one is an inappropriate boundary

condition. Although the latter boundary condition was found to give improved result

at high mass flow rate (uc/up > 0.5), a better approach was thought to be to include

the development of the flow in the coolant inlet. Therefore, an upstream extension to

the coolant inlet was considered.

Since detailed information on the original geometry was not available, a coolant

inlet of approximate dimensions was set up from the sketch drawn by Richards [30]
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(Fig. 3.2 in Chapter 3). Fig. 4.8 gives detailed information about the inlet duct. OB1

is the lip with the nominal and small thickness of 0.0508mm. B1A1 is the slot. The

radius of arc A1A2A3 is equal to the slot height, s, and the radius of arc B1B2B3

is 2.5 s. The length of A4B4 is 5.8218 times the slot height. A3A4 and B3B4 are

both tangential to the relevant arc. The coolant injection rate used to calculate new

boundary conditions for the calculations was that measured in the experiment.
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A2B2
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A3 A4
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O X
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Figure 4.8: Laminar film cooling geometry description with coolant inlet extension and
lip

For the coolant inlet extension, the coolant flow conditions at the slot exit listed in

Table 4.2 were recalculated to apply to A4B4 in Fig. 4.8 and listed in Table 4.3.

LFC Case Group Mc ρc (kg/m3) pc (Pa) Tc (K)
1 1 0.10 1.83× 10−2 1521.25 289.42
2 0.10 1.83× 10−2 1521.25 289.42
3 2 0.10 1.07× 10−2 885.50 289.42
4 0.10 1.47× 10−2 1226.08 289.42
5 0.10 1.83× 10−2 1521.25 289.42
6 0.10 2.21× 10−2 1839.12 289.42
7 0.10 2.65× 10−2 2202.40 289.42
8 3 0.10 1.83× 10−2 1521.25 289.42
9 0.10 1.83× 10−2 1521.25 289.42

Table 4.3: Laminar coolant flow conditions with coolant inlet extension and lip

The prediction of the heat transfer rate using these new boundary conditions given

in Fig. 4.9 is seen to be improved when compared with the uniform slot exit boundary



4.2. PRELIMINARY STUDY 57

calculation in Fig. 4.6. In general, the agreement is fairly good for all three cases. For

LFC Case 1, deficiencies in the experiment such as the conicity of the freestream flow

and the deterioration of the 2-dimensionality of the flow noted in the experiment far

downstream in [30] may explain the differences far from the slot exit. Discrepancy in

the near slot area is noticeable in LFC Cases 1 and 5. The velocity profile at the slot

exit for LFC Case 5 is shown in Fig. 4.10. The coolant flow is shown not to be parallel

to the primary flow as was assumed in the previous Section. The Mach number at the

slot exit was found to be sonic in these calculations, which indicated that the coolant

flow choked at this position as expected since this was at the minimum duct area.

Since the curved inlet extension was only roughly simulated, the flow parameters at

the slot exit may still not be adequately represented, which may signal why some lack

of agreement can still be observed in the near slot region.
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Figure 4.9: Heat transfer rate comparison under different primary flow conditions with
coolant inlet extension and lip

For LFC Case 5, velocity profiles at eight different positions downstream of the

slot are shown in Fig. 4.11. The discrete flow features of the coolant and primary

flow is strongly evident. The development of the mixing layer can be clearly observed
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Figure 4.10: Velocity profile at the slot exit with coolant inlet extension and lip for LFC
Case 5

from 0.5 s to about 20 s downstream of the slot. After that, the separate identity of

the coolant and the primary flow stream disappears. The two flows finally evolve to

a single boundary layer, which signals the full merging of the coolant and the main

flow. It is seen in Fig. 4.9, that only after about 10 s (the cooling length in this case)

downstream of the slot, does the heat transfer exceed zero and then start increasing.

Fig. 4.12 graphically illustrates the effect of kinetic heating to a film cooled isother-

mal surface in hypersonic flow. Upstream of the slot it is seen that there is a band of

high temperature air which provides the positive temperature gradient, hence heating

at the wall. The effect of the coolant is to initially remove this temperature gradient.

However further downstream there is a mixing of the flows when the initial profile is

re-established although more diffused resulting in an increasing heat transfer rate. An

amplified static temerature contour in the near slot area is shown in Fig. 4.13 which

clearly shows heat protection of the wall surface in the near slot area.
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Figure 4.11: Velocity profiles of laminar film cooling problem for LFC Case 5
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Figure 4.12: Static temperature contour of LFC Case 5
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Figure 4.13: Amplified static temperature contour in the near slot area of LFC Case 5
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4.3 Laminar film cooling study

4.3.1 Effect of coolant injection rate

Five different coolant injection rates from 2.95×10−4 to 7.33×10−4 kg/s were computed

under the same primary flow conditions and the same slot height. These are LFC Cases

3 to 7 in Table 4.1. Since the coolant inlet extension was included, a simple uniform

boundary was set up at the inlet, i.e., C in Fig. 4.8.

Mach number contours of the flow are presented in Fig. 4.14. The five Mach number

contours are for laminar film cooling with the coolant injection rate increased. Here the

Mach number contours show that separated coolant flow extends downstream as the

coolant flow injection rate is increased. Thus the heat transfer rate decreases and film

cooling effectiveness increases with increased coolant injection rate. This is because as

the coolant flow injection rate is increased, more energy and momentum are contained

in the coolant flow stream. The unmixed coolant flow penetrates the primary flow

further from the slot. Thus the convective heat transfer rate between the primary flow

and the wall surface is reduced. Film cooling effectiveness therefore increases.

The coolant fluid is seen to affect the primary boundary layer in two ways: 1)

a separate layer created by the coolant fluid itself, and 2) a mixing layer between

the primary and coolant flow streams. These are two fundamental characters of film

cooling. The main contribution to heat protection by film cooling is that the separate

coolant layer penetrates into the primary boundary layer and isolates it from the wall.

At the same time, the coolant fluid mixes with the primary fluid, from which finally

develops a new boundary layer. Therefore, we can conclude that the development

of the primary boundary layer is delayed by the injection. This detailed view of the

flow processes enabled by CFD agrees well with the film cooling models presented in

Chapter 1.

Under all five coolant flow injection rates, the coolant flow is found to be choked

at the slot. The coolant flow will accelerate as it expands from the slot and become
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Figure 4.14: Mach contours of different coolant injection rates

supersonic downstream of the slot. An effective slot height s′ was used by Richards [30]

as the coolant layer height in application of the discrete layer theory. It was calculated

assuming there was no mixing of the layers. Fig. 4.11 and Fig. 4.14 demonstrate that

this phenomenon is logical. Just after the slot, there is no upper wall surface so that

the expansion can occur. It is not however easy to calculate an accurate effective slot

height from the computational results.

Film cooling effectiveness is defined directly in these calculations by the heat trans-

fer rate, as in the experiments, using
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η = 1− q̇c
q̇0

. (4.1)

From Fig. 4.15, it is clear that increasing the coolant injection rate will provide

improved cooling effectiveness. Also the film remains fully effective some distance

downstream of the slot (about 10 s in Fig. 4.15 for LFC Case 5 with ẇc = 5.07 ×

10−4 kg/s). Then mixing between the coolant flow and the primary flow becomes

stronger, which reduces the effect of film cooling. But the effectiveness remains high

even far from the slot. For example, the effectiveness is about 30% for the mid range

coolant injection rate 200 slot heights downstream of the slot. The same conclusion

was achieved not only in hypersonic [9] but also in supersonic [23, 25] and subsonic

film cooling [12, 16].
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Figure 4.15: Laminar film cooling effectiveness of different coolant injection rates

Heat transfer rates are compared with the experimental data in Fig. 4.16. After 100

slot heights, the agreement is quite good while in the near slot area the computational

results are higher than the experimental results. As mentioned above, inaccurate inlet

geometry could play an important role here. Also in the experiments, it was found
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Figure 4.16: Heat transfer rate comparison of different coolant injection rates

difficult to obtain fully two dimensional injection of the coolant. Furthermore the flow

conditions used in the computation were extracted from the experimental data since

they were not directly measured which may cause some minor uncertainties.

4.3.2 Effect of slot height

The second factor investigated is the slot height. Three different slot heights, s =

0.8382, 1.2192, 1.6002mm, representing LFC Cases 8, 5 and 9 (from Table 4.1) respec-

tively were examined under the same coolant and freestream flow condition as LFC

Case 5 in Table 4.1 with constant coolant injection rate (ẇc = 5.07× 10−4 kg/s).

The computational results in Fig. 4.17 show that the effectiveness of film cooling

is only slightly increased with an increase of the slot height. Increasing the slot height

increases the thickness of the unmixed coolant flow at injection and evidently to in-

creased film cooling effectiveness. But as mentioned before, coolant flow chokes at the

slot position so the coolant speed at the exit stays constant. The slightly improved

effectiveness appears to be achieved by introducing the coolant into the flow with less
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perturbation to it.
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Figure 4.17: Laminar film cooling effectiveness of different slot heights

4.4 Curve fitting – laminar film cooling

Curve fitting is commonly used to analyse the results of nearly all previous experimental

and numerical film cooling studies [1, 7, 9, 11, 12, 14, 16, 17, 25, 26, 33, 34]. Fig. 1.5 in

Chapter 1 is re-drawn here (Fig. 4.18) in order to illustrate the relationship between a

grouping of variables and the film cooling effectiveness.

According to experimental data, the film cooling efficiency η downstream of the

cooling length away from the slot is usually described in these works as a function of

the nondimensional distance from the slot exit x/h (h may be the slot height s or the

step height s+l, l is the lip height) combined with the ratio of coolant mass flux per unit

area to primary stream mass flux per unit area ṁ (ṁ = ρcuc/ρ∞u∞), i.e., η = f
(
x
hṁ

)
.

Based on previous experimental results, this function was usually plotted in log-log

coordinates, log10η = f
(
log10

x
hṁ

)
. Suppose that y = log10

x
hṁ

, the function described

in Fig. 4.18 can be divided into three segments: 1) y ≤ yA, from the slot exit to the end
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Figure 4.18: Film cooling efficiency

of the cooling length when the wall surface is fully cooled, i.e., η ≥ 1, 2) yA < y < yC ,

when mixing between the primary and the cooling flow streams occurs in this region,

3) y ≥ yC , when the coolant and primary flow streams tend to be fully merged. In the

latter region, a power law was found suitable to describe the relationship. In Fig. 4.18,

the X and Y axes are both logarithmic, so that the effectiveness makes a straight line.

It is very difficult to predict position A and C in the actual film cooling flow field.

Thus to simplify this behaviour only two regions had been recognised in previous

research, y ≤ yB and y > yB, where yB is obtained from the extrapolation of the two

straight lines in the log-log coordinates. Although it is clear to use y here, usually x

is used directly for the prediction of film cooling length since the effect of the cooling

injection rate ṁ is normally very small in the log-log representation. For example, as

introduced in Section 1.1.4 Kanda et al. [4] gave an estimation of the distance of the

mixing layer region indicated by xB in Fig. 4.18 with the assumption that the mixing
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layer grows symmetrically both in the main and coolant flows.

xB = h/

(
1

2

dδ

dx

)
. (4.2)

Cary and Hefner [7] gave an equation to predict the cooling length directly for the

M∞ = 6, Re/m = 2.4× 107, T0 = 478K, Tc/T0 = 0.63 case, i.e.,

xA/s = 89 ṁ0.8. (4.3)

Based on the previous discussion it is appropriate to write the above equation as

xA/(s ṁ) = 89 ṁ−0.2, but normally Eqn. (4.3) is used for clarity.

In this study, a similar power law was selected to predict the cooling length for

LFC Cases 3 to 9 (in Table 4.1) which covered one flow condition (M∞ = 9.9, Re =

6.46× 106, T0 = 1290.0K). The step height h was used instead of the slot height s in

Eqn. (4.3). Using the least-square-method, the following equation was found to give

the best estimate of film cooling length under the same primary flow conditions.

xA/h = 411.72 ṁ1.86 (4.4)

A comparison of the cooling length is listed in Table 4.4 with both computational

results (xA/h (a)) and results obtained using Eqn. (4.4) (xA/h (b)). In Table 4.4, it

is clearly seen that the estimated cooling length agrees well with the computational

results for LFC Cases 3 to 7 (five coolant injection rates). Results of LFC Case 8 and

9 show the limitation of Eqn. (4.4) because of its simple treatment of the step height.

The film cooling effectiveness of LFC Cases 3 to 7 are depicted in log-log coordinates

in Fig. 4.19. According to this figure, only two separate regions were recognised: 1)

y ≤ yA, inside the cooling length, 2) y > yA, outside of the cooling length. A second

power curve (bold line) was inserted to describe the effectiveness of the second region

in Fig. 4.20. yA here can be defined as an average value of log10xA/(h ṁ) for all the

cases considered in Table 4.4, i.e.,
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LFC Case ṁ xA/h (a) xA/h (b)
3 0.08 3.85 3.75
4 0.11 6.94 6.79
5 0.14 10.42 10.63
6 0.17 14.76 15.25
7 0.20 20.81 20.63
8 0.14 13.70 10.63
9 0.14 8.55 10.63

(a) estimated from the numerical result
(b) from Eqn. (4.4)

Table 4.4: Cooling length estimation (laminar flow)
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Figure 4.19: Film cooling effectivenesses of LFC Cases 3 to 7

yA =
1

n

n∑

i=1

(
log10

xA
h ṁ

)
. (4.5)

Film cooling effectiveness is described by Eqn. (4.6) with y = log10
x
h ṁ

. Different

from the previous study in laminar flows [1], a second power curve was directly set up

to describe the film cooling effectiveness after the cooling length. This provides a more

accurate estimation of the effectiveness of film cooling just downstream of the cooling
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Figure 4.20: Film cooling effectivenesses of LFC Cases 3 to 7 comparing with curve
fitting result

length.

log10η =





0 y ≤ yA

−0.45y2 + 1.79y − 1.80 y > yA

(4.6)

4.5 Adiabatic wall calculations

The adiabatic wall effectiveness was also investigated in this numerical study of hyper-

sonic laminar film cooling using otherwise the same flow and coolant conditions. The

film cooling effectiveness for an adiabatic wall can be defined as

η =
Tad,w − T0

Tc − T0

. (4.7)

This definition has been more widely used in the literature, mainly because con-

tinuous/long duration wind tunnels have been used to generate data, when adiabatic

conditions have been achieved. Also designers tend to use information about effective-



4.5. ADIABATIC WALL CALCULATIONS 71

ness in this form. This exercise is thus useful to determine how similar results can be

achieved from these two definitions. Also the benefit of using the adiabatic wall instead

of the isothermal wall is to reduce the computational cost because there exists no large

temperature gradient between the fluid and the wall surface.

The film cooling effectiveness is compared in Fig. 4.21. The agreement between

these two different wall boundary conditions is reasonably good in the near slot region.

In this region, the isothermal wall gives slightly higher film cooling effectiveness. While

in the area far from the slot, the adiabatic wall gives a much higher effectiveness. In

this computational study, the conical nozzle was not simulated. Although the heat

transfer rate was found not to be sensitive to the geometry configuration, discrepancy

in the region far from the slot position should be larger than the area near the slot.

Thus film cooling effectiveness calculated by the heat transfer rate is more meaningful

in the near slot area. Therefore, accepting small errors the adiabatic wall could be used

instead of the isothermal wall with the benefit of reduction of the computational cost.
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Figure 4.21: Laminar film cooling effectiveness of LFC Case 5 using different wall
conditions

This result may also reveal that the wall temperature in the experiments does
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change slightly even though duration of each experiment was very short (about 40ms).

It is also noted that in practice that during a flight of a hypersonic vehicle the wall

conditions are likely to be somewhere in between an isothermal and an adiabatic wall

case.

4.6 Comments on the comparisons with experimen-

tal measurements

Only the coolant inlet extension has been considered to explain discrepancies between

the experiment and the calculation, but there are more uncertainties in this study. The

following will be helpful to understand minor discrepancies between the computational

and experimental results.

(1) The numerical calculation does not take the conical freestream flow conditions

into account.

(2) Flat plate pressure measurement is very difficult because of the small values in

the experiments. For the comparison of the numerical prediction, it is expected that

the viscous interaction is well predicted for a laminar flow case.

(3) The heat transfer measurement technique used in the experiments, i.e. thin film

thermometry method, is reliable, nevertheless it is difficult to calibrate the technique

accurately.

(4) The coolant gas flow rate was measured by a floating ball flowmeter. The

accuracy is given in terms of a percentage of maximum mass flow through the flowmeter,

so the lower mass flow rate measurements are likely to be less accurate than the high

ones.

(5) There are likely to be errors in the measurement and uniformity of the slot

height which could affect the ejected flow conditions although the conditions are based

on the mass flow rate which is reasonably accurate and also the errors are likely to be

consistent.
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(6) The conditions of the film are calculated based on inviscid flow equations, al-

though errors from this source are likely to be small.

(7) The flow out of the slot may not be fully uniform across the width of the slot.

However this was checked out in the experiment by the use of a small pitot probe po-

sitioned at the half height position in the slot exit plane and scanned across the width

of the slot. This was done without the external flow but with the external pressure

kept at the measured static pressure at the slot position. These pitot measurements

indicated that reasonably constant flow conditions were achieved across the slot. Fur-

thermore these pitot pressure measurements were used to calculate the coolant flow

rate assuming that the measurement was taken at the choked exit of the slot and using

the geometric conditions. The flow rates calculated agreed reasonably well with those

read from the flowmeter.

(8) In the experiment, it was generally difficult to create 2-D flow. Apart from the

free stream source flow then there were likely to be some end effects happening due

to the limited model width, and this becomes more important at larger distances from

the leading edge. There is likely to be some splaying of the film sideways as it emerges

from the slot which means the film thickness is thinner than that calculated resulting

in lower effectiveness.

4.7 Summary

Film cooling in hypersonic laminar flow has been numerically investigated for three

primary flow conditions, five coolant injection rates and three slot heights. By mod-

elling the flow in the coolant inlet, heat transfer rate is better predicted compared with

using a uniform boundary at the slot exit. The following conclusions are drawn:

(1) Film cooling in hypersonic flow can be very effective in laminar flow. At some

distance downstream of the slot the effectiveness is fully effective. The effectiveness

drops further downstream due to mixing between the coolant and the primary flow

streams. In laminar flow, the effectiveness was found to be still quite high even far
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downstream of the slot.

(2) Increasing the coolant injection rate can obviously increase the film cooling

effectiveness for laminar cases. Another cooling method such as regenerative cooling

is suggested to be used in combination with film cooling to further enforce the cooling

of surfaces in hypersonic flow.

(3) Primary flow conditions are important as expected. Under the same slot height

and the same coolant injection rate, lower heat transfer rate can be obtained when

total temperature and static pressure of the primary flow decrease.

(4) Slot height does not play an important role under the flow conditions here

although a larger slot for the same coolant mass flow rate causes less disturbance to

the flow resulting in slightly improved effectiveness. This factor is thus not important

when designing the structure of the film cooling system.

(5) Coolant flow expansion was observed just downstream of the slot position. The

simulation of the plenum before the inlet is found to be necessary to improve the CFD

results.

(6) A simple two-equation model, Eqn. (4.6) can be used to describe the relationship

between the film cooling effectiveness and a grouping of parameters, x/(h ṁ). Different

from previous study in hypersonic laminar flow [1], a relationship has been established

in the log-log coordinates directly after the cooling length which provides a better

prediction of the region just after the cooling length.

(7) Using adiabatic wall conditions as an assumption in the calculation instead of

isothermal wall conditions is shown to be helpful to reduce the computational cost of

determining approximation film cooling effectiveness.



Chapter 5

Hypersonic Turbulent Film Cooling

5.1 Introduction

With hypersonic laminar film cooling successfully simulated in the previous Chapter,

a numerical study of turbulent film cooling in hypersonic flow is now considered. In

Chapter 4, film cooling in hypersonic laminar flow was proven to be able to provide

efficient heat protection for wall surface downstream of the slot exit. Many real flows

are however turbulent, e.g., flow in combustors of rockets and flow around turbine

blades. In such an environment, heat transfer between the flow stream and the wall

surface is much stronger than in laminar flow. Although special materials could be

used to alleviate the effect of heat, it is economic to employ film cooling in order to

extend the life of such components. Some experiments [2, 7, 9, 31, 33, 34] have been

performed to study the hypersonic film cooling problem in turbulent flow, but only a few

numerical studies [35, 36] have been carried out. Most of the CFD studies in film cooling

were concentrating on subsonic and supersonic problems [3, 5, 6, 11, 40, 52, 53, 55].

Therefore, there is a need to explore the application of CFD in hypersonic film cooling.

In this Chapter, the 2-D Reynolds-averaged N-S equations are solved with the k−ω

two-equation turbulence model using PMB2D. Coolant inlet geometry, coolant flow

turbulence level and coolant injection angle were studied in order to investigate their

effects on film cooling. Dilatation-dissipation corrections of the k−ω turbulence model

75
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have been tested and found to be very important in predicting the heat transfer rate.

Coolant injection rate and slot height are the two parameters which were studied.

Menter’s baseline and SST turbulence models have also been implemented into the

PMB2D code in order to study the effect of turbulence model in predicting the heat

transfer rate of the film cooling problem.

5.2 Description of the experiment

Experiments were carried out by Richards [30] on a flat plate in a gun tunnel under

isothermal wall conditions. A contoured nozzle was used instead of the conical nozzle

as in the laminar film cooling study, enabling a uniform field in the test section in

the turbulent case. The wall and coolant temperatures were at the laboratory level of

290.0K. The coolant flow rate was varied from 5.07×10−4 to 30.69×10−4 kg/s for air.

The primary flow conditions were kept the same in all the turbulent experiments with

M∞ = 8.2, Re/m = 2.21 × 107, p∞ = 957.0Pa, T0 = 775.0K, T∞ = 53.64K. Both

the primary and coolant flow were air.

Two groups of experiments were performed, 1) five different coolant injection rates

under the same slot height (1.2192mm), and 2) three slot heights under the same

coolant injection rate (14.21× 10−4 kg/s). All these cases are listed in Table 5.1.

TFC Case Group M∞ Re/m T0 (K) s (mm) ẇc (kg/s)
1 1 8.2 2.21× 107 775.0 1.2192 5.07× 10−4

2 8.2 2.21× 107 775.0 1.2192 8.47× 10−4

3 8.2 2.21× 107 775.0 1.2192 14.21× 10−4

4 8.2 2.21× 107 775.0 1.2192 21.02× 10−4

5 8.2 2.21× 107 775.0 1.2192 30.69× 10−4

6 2 8.2 2.21× 107 775.0 0.8382 14.21× 10−4

7 8.2 2.21× 107 775.0 1.6002 14.21× 10−4

Table 5.1: Experimental cases selected for numerical study (turbulent flow)

The coolant flow was considered to be choked at the slot exit in the experiments.

All coolant flow conditions at the slot exit were calculated in a similar way to that
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used in the laminar problem. These are listed in Table 5.2.

TFC Case Group Mc ρc (kg/m3) pc (Pa) Tc (K)
1 1 1.0 1.17× 10−2 809.34 241.67
2 1.0 1.95× 10−2 1352.93 241.67
3 1.0 3.27× 10−2 2270.98 241.67
4 1.0 4.84× 10−2 3358.16 241.67
5 1.0 7.07× 10−2 4904.36 241.67
6 2 1.0 4.76× 10−2 3303.25 241.67
7 1.0 2.49× 10−2 1730.27 241.67

Table 5.2: Coolant flow conditions (turbulent flow)

5.3 Parametric study

5.3.1 Effect of the coolant inlet geometry

TFC Case 3 in Table 5.1 was selected as the validation case because it is representative

of the experiments in terms of both varying slot height and coolant injection rate

studies. Based on the experience of laminar film cooling, the coolant inlet geometry

was expected to play an important role, so this effect was considered first. In Table 5.3,

Cases 1 and 2 are with and without the coolant inlet extension respectively. For both

cases a lip thickness of 0.0508mm is considered.

Case Mc ρc (kg/m3) pc (Pa) Tc k ω
1 1.0 3.27× 10−2 2270.98 241.67 0.001 1.0
2 0.1 5.13× 10−2 4268.57 289.42 0.001 1.0

Table 5.3: Coolant flow conditions with and without coolant inlet, TFC Case 3

The computational domain is shown in Fig. 5.1, in which blocks 1, 2 and 3 were

used in the turbulent flat plate calculation. The geometry of the lip and the curved

inlet duct is the same as used in the laminar calculation. A coarse grid was used first

with 7 × 75, 92 × 75, 151 × 75, 151 × 9, 65 × 53, 31 × 53 and 151 × 53 grid points in

blocks 1 to 7. The primary flow stream inlet boundary was again set up from a laminar
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calculation using the same computational domain. Then a turbulent boundary profile

could be set up at the dash line position to reduce computational cost.

P

C

P1 2 3

4

5

7
6

Figure 5.1: Geometry description with lip and coolant inlet duct

A problem encountered is that due to the lack of experimental data, the coolant

flow turbulence at the slot exit is difficult to determine. The turbulent eddy viscosity

µt for both cases at the coolant inlet boundaries was first taken to be 0.001µ∞. The

effect of varying the turbulence level of the coolant flow will be discussed later.

Heat transfer rates for Cases 1 and 2 are compared with experimental data in

Fig. 5.2. For both cases, the general trend of the heat transfer rate agrees well with

the experimental data. The cooling length is almost the same in Cases 1 and 2 and

is over-predicted compared with experimental measurements. For Case 2, the heat

transfer rate increases slightly more rapidly than Case 1 in the near slot area. As

described in the laminar film cooling study, the coolant flow at the slot exit is not

parallel to the primary flow stream but exits at an angle. This should lead to a higher

heat transfer rate than Case 1. The effect seems to be small so that the coolant flow

stays laminar even with the coolant inlet extension. This means the assumption of the

low turbulence level of the coolant flow is not correct. In the area far from the slot

both cases over-predict the heat transfer rate.

A fine mesh without coolant curve inlet (blocks 1, 2, 3, 4 and 7 in Fig. 5.1) was then

used for a grid resolution study. In each block, there are 13×149, 183×149, 301×149,

301× 17 and 301× 105 grid points, respectively. Heat transfer rate between these two

meshes is compared in Fig. 5.3. The difference between these meshes shows that the
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Figure 5.2: Heat transfer rate comparison with and without coolant inlet extension

coarse grid used above provides sufficient accuracy in this computational study.
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Figure 5.3: Grid resolution study: heat transfer rate comparison between coarse and
fine meshes of TFC Case 3
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5.3.2 Effect of the turbulence level of the coolant flow

The over-predicted cooling length in Fig. 5.2 indicates that the coolant flow is remaining

laminar in the calculation before the heat transfer rate increases from zero. It is

apparent in the experiment that transition happens rapidly following which the flow

becomes fully turbulent. This discrepancy illustrates the importance of getting the

turbulence level of the coolant flow right. The assumption that the turbulent eddy

viscosity µt is equal to 0.001µ∞ used in previous calculations could be incorrect and

so different turbulence levels were tested.

In Fig. 5.4, Cases 1 and 2 use essentially the same conditions as in last section. Cases

3 and 4 are the same as Case 2 except that the turbulence level at the inlet coolant flow

boundary was set to 4, 000µ∞ and 20, 000µ∞, respectively. A value of µt = 4, 000µ∞

is typical within the log-law layer where the eddy viscosity dominates the molecular

viscosity. Case 4 is in fact a numerical experiment using µt set to 20, 000µ∞.
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Figure 5.4: Heat transfer rate comparison of different coolant turbulence levels

For the three different cases (Cases 2, 3 and 4), the turbulent eddy viscosity was

varied from 0.001µ∞ to 4, 000µ∞ and 20, 000µ∞, however only minor differences were
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observed in the heat prediction, with the cooling length almost constant. Therefore

in the calculation the coolant flow was suspected to be laminar in the coolant inlet

and some distance downstream of the slot. Both turbulent eddy viscosity contours and

turbulent kinetic energy contours of Cases 2, 3 and 4 are compared in Fig. 5.5 and

Fig. 5.6 to check the development of the coolant flow.

Fig. 5.5 shows that the turbulent eddy viscosity in the coolant inlet is very low. In

Case 4, when µt was set to 20, 000µ∞ at the coolant inlet boundary, it is observed that

as the coolant flows downstream, the turbulent eddy viscosity decreases and finally the

coolant flow becomes laminar. The length of the inlet duct here is about 71.12mm

and the height of the inlet is only about 7.10mm. The slot height is 1.22mm. In fact,

the thickness of the turbulent boundary layer of the above flat plate flow is only about

7mm. So it is difficult to achieve turbulent flow in the inlet duct in the calculation. It

is pointed out that the slot height was small as a result of requiring the coolant flow

to be choked in the experiment in order to obtain a uniform distribution of the flow

across the slot.

The turbulent kinetic energy contours in Fig. 5.6 also illustrate that the turbulent

kinetic energy is diminishing along the inlet duct. It can also be clearly seen that

turbulent kinetic energy remains quite low after about 0.1L in the boundary separating

the coolant flow downstream of the slot. Obviously transition happens in all three cases.

This agrees well with the heat prediction in Fig. 5.4. So the problem here is how to find

the correct flow parameters for the coolant flow especially k and ω. The coolant inlet

extension in this study was found to make no effect, so it was decided not to consider

this in the following studies.

Without the coolant inlet extension, µt was again set to 4, 000µ∞ (Case 5) and

20, 000µ∞ (Case 6) by setting suitable k value at the slot exit. In Fig. 5.7, it is seen

that the turbulence level of the coolant flow does affect the cooling length. As the

turbulence level is increased, the cooling length decreases although the effect is small.

In the area far from the slot, heat transfer rate becomes lower than Cases 1 and 2.
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(a) µt = 0.001µ∞
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(b) µt = 4, 000µ∞
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(c) µt = 20, 000µ∞

Figure 5.5: Turbulent eddy viscosity comparison of different coolant turbulence levels

Fig. 5.8 shows the propagation of the turbulent eddy viscosity downstream of the

slot. In a very short distance, turbulence disappears. This agrees well with boundary
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(c) µt = 20, 000µ∞

Figure 5.6: Turbulent kinetic energy comparison of different coolant turbulence levels

layer theory. In the near wall region, or laminar sub-layer, there is no turbulence, hence

the diffusion is dominated only by the molecular viscosity rather than the turbulent
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eddy viscosity. Any turbulence will peter out in this region. This can explain what

happened in the numerical experiments. So it could be concluded here that it is not

possible to predict the cooling length by increasing the turbulence level of the coolant

flow because of the geometric limitation.
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Figure 5.7: Heat transfer rate comparison of different coolant turbulence levels without
coolant inlet extension

5.3.3 Effect of the coolant injection angle

The coolant injection angle was examined in the laminar film cooling investigation. It

is suggested that the coolant flow was injected into the primary flow stream at a certain

injection angle, α, even though it was hoped to keep it parallel to the primary flow

stream in the experiments. In the laminar film cooling study, the coolant injection angle

was observed to be about 10◦ when the coolant injection rate was set to 5.07×10−4 kg/s

with the coolant inlet extension. Two different coolant injection angles, 20◦ and 45◦,

were chosen to be tested. The following four cases are considered:

(a) Case 7, α = 20◦, µt = 4, 000µ∞,

(b) Case 8, α = 20◦, µt = 20, 000µ∞,
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Figure 5.8: Turbulent eddy viscosity propagation with µt = 20, 000µ∞ at the boundary

(c) Case 9, α = 45◦, µt = 4, 000µ∞,

(d) Case 10, α = 45◦, µt = 20, 000µ∞.

In Fig. 5.9, heat transfer rates of the above four cases along with Case 1 (α =

0◦, µt = 0.001µ∞ at the slot inlet boundary) and the experimental data are compared.

The effect of turbulence level is very small as explained before. The cooling length

agrees very well with the experiment when the coolant injection angle is set to 45◦.

With the coolant injection angle increased, mixing between the coolant and primary

flow stream happens earlier. Thus the cooling length is decreased.

Two recirculation bubbles are clearly observed in Fig. 5.10 because of the high

injection angle. One bubble locates very close to and upstream of the slot. With high

injection angle, the coolant flow acts as an obstruction. The other bubble is situated

downstream of the slot which explains the low heat transfer rate in this region.

In summary different parameters include the coolant inlet geometry, the turbulence

level of the coolant flow and the coolant injection angle have been studied to investigate

their effects on the hypersonic turbulent film cooling problem. In the calculation, due
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Figure 5.9: Heat transfer rate comparison of different coolant injection angle without
coolant inlet extension
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Figure 5.10: Turbulent kinetic energy contour and streamline distributions (Case 9,
α = 45◦, µt = 4, 000µ∞)

to the small dimension of the slot (1.2192mm), coolant flow in the coolant inlet was

found to remain laminar which makes the cooling length longer than the experimental
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result. The coolant flow was assumed to be choked at the slot exit in the experiments.

From this assumption the condition of the coolant at injection was thus calculated

for the measured mass flow meter. This may lead to an uncertainty in defining the

boundary conditions of the CFD simulations. Three different coolant injection angles

were then considered. With the coolant injection angle set to 45◦, good agreement

has been achieved. However this is not an entirely satisfactory explanation so another

factor is now considered.

5.4 Dilatation-dissipation corrections

Due to the poor performance in predicting the heat transfer rate and the cooling

length, dilatation-dissipation corrections are considered for the k−ω turbulence model.

From DNS results, it was found that for a sufficiently large initial density fluctuation

level ρ
′
/ρ, and turbulent Mach number Mt = q/c > 1, the computed field of initially

solenoidal turbulence evolves into shocklike structures. Zeman [80] introduced the

dilatation-dissipation corrections for the k− ε model in the steep density regions of the

shocklike structure. Sarkar [49] suggested that the dilatational terms that need to be

modelled in compressible turbulence include not only the pressure-dilatation term but

also another term – the compressible dissipation. Both of the corrections have been

applied in order to improve the ability of the k − ε model in predicting the spreading

rate for the compressible mixing layer. Wilcox [81] modified the above corrections for

the k− ω turbulence model and also set up a new dilatation-dissipation correction for

the same turbulence model.

Altogether four models have been tested in this study, Sarkar’s model, Zeman’s free

shear flow model (FSF), Zeman’s boundary layer model (BL) and Wilcox’s model. All

the models can be described through modification to β∗ and β, as





β∗ = β∗0 [1 + ξ∗F (Mt)]

β = β0 − β∗0ξ∗F (Mt),
(5.1)
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Model Sarkar’s Zeman’s FSF Zeman’s BL Wilcox’s
ξ∗ 1.0 0.75 0.75 1.5

F (Mt) M2
t (a) (a) (b)

Mt0 - 0.10[2/(γ + 1)]0.5 0.25[2/(γ + 1)]0.5 0.25
Λ - 0.60 0.66 -

(a)
[
1− e−0.5(γ+1)(Mt−Mt0)2/Λ2

]
H(Mt −Mt0)

(b) [M 2
t −M2

t0]H(Mt −Mt0)

Table 5.4: Auxiliary functions of different corrections for the k − ω turbulence model

where β∗0 and β0 are the corresponding incompressible values of β∗ and β of the k − ω

model by Wilcox [47]. Mt is the turbulent Mach number which can be written in

another format as

Mt =
√

2k/c2 (5.2)

where k is the turbulent kinetic energy and c is the speed of sound.

Different parameters and auxiliary functions are used in the above four different

models. In Table 5.4, H(x) is the Heaviside step function defined in Eqn. (5.3).

H(x) =





0, x < 0

1/2, x = 0

1, x > 0

(5.3)

The above four models have been implemented into the PMB2D code. The following

test cases have been performed based on results of previous tests in hypersonic turbulent

film cooling.

5.4.1 Test 1

First, all the four models were tested to check their performance in predicting the heat

transfer rate for the film cooling problem. The medium coolant injection rate was

selected with the medium slot height. The coolant inlet extension was included in all

the test cases here.
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Heat transfer rate comparison is shown in Fig. 5.11. Models 0, 1, 2, 3 and 4 are the

original Wilcox k − ω turbulence model, the same model with Sarkar’s, Zeman’s free

shear flow, Zeman’s boundary layer and Wilcox’s dilatation-dissipation corrections,

respectively. It is obvious that the results of all the four corrections are improved

compared with the original k − ω model. Zeman’s boundary layer correction (Model

3) does not perform as well as the other three models.
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Figure 5.11: Heat transfer rate comparison: four models

The convergence history is compared in Fig. 5.12. Except for Wilcox’s model, the

other three models converge as quickly as the unchanged k − ω model. Zeman’s free

shear flow model is selected for further study.

5.4.2 Test 2

Although the improvement of the heat transfer rate is obvious, it is necessary to perform

a further test using Zeman’s free shear layer model to give more improvement. The

parameters in this model were obtained through some trial calculations by Zeman [80]

for a mixing layer. It is important to execute some numerical studies here to optimise
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Figure 5.12: Convergence history comparison: four models

these parameters for the film cooling problem. Three parameters in the Zeman’s free

shear flow model, ξ∗, Mt0, Λ, plus laminar and turbulent Prandtl number, Pr and

Prt, together with the coolant flow injection angle have been tested. Each parameter

except the coolant injection angle was first chosen to be changed ±10% while other

parameters were frozen. The heat transfer rate of all these calculations is compared

with the unchanged Zeman’s free shear flow model (Model 2), the original Wilcox k−ω

model (Model 0) and the experimental data. Results are shown in Fig. 5.13 to Fig. 5.17.

According to the above results, the following general conclusions are drawn: (1)

increasing ξ∗ increases the ability of the k− ω model to predict the heat transfer rate,

(2) Mt0 is not a sensitive parameter, (3) decreasing Λ helps to predict better heat

transfer rate both near and far from the slot region, (4) the values of Pr and Prt need

not be changed according to the above results.

Sommer et al. [48] pointed out that the hypothesis of constant turbulent Prandtl

number Prt is not suitable for compressible flows with highly cooled wall boundary

condition under high Mach number. A near-wall variable Prt turbulence model has
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Figure 5.13: Heat transfer rate comparison: effect of ξ∗

x/L

H
ea

tt
ra

n
sf

er
ra

te
(*

1
04

w
/(

m
2 ))

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5
Mt0-10%
Mt0+10%
Model 2
Model 0
Exp

Figure 5.14: Heat transfer rate comparison: effect of Mt0
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Figure 5.15: Heat transfer rate comparison: effect of Λ

x/L

H
ea

tt
ra

n
sf

er
ra

te
(*

1
04

w
/(

m
2 ))

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5
Pr-10%
Pr+10%
Model 2
Model 0
Exp

Figure 5.16: Heat transfer rate comparison: effect of Pr
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Figure 5.17: Heat transfer rate comparison: effect of Prt

been developed for compressible flat plate turbulent boundary layers with constant

heat flux and constant temperature wall boundary conditions. It was observed that

the calculated Prt is not a constant but has a wall value of about 0.5 for all test cases

considered in [48] (M∞ = 4.544, 5.29, 8.18 and 10.31), then it increases to about 0.9

at y+
w = 200. Beyond y+

w = 200, Prt was found to decrease slightly to about 0.8

at the edge of the boundary layer. Consequently, a more complicated model may be

introduced in the current study rather than the simple modification of Prt.

Besides the computational experiments above, more test cases have been performed:

(1) increasing ξ∗ up to 50%, (2) decreasing Λ up to 50%, (3) increasing ξ∗ by 30% and

decreasing Λ by 20%. The last two operations were observed to give better results.

The coolant flow injection angle has been tested in the previous study in Section 5.3.

Here it is selected to be 20◦. It should be mentioned here that when setting up the

coolant injection flow angle, the coolant inlet extension is ignored. So in this test a

given profile boundary is set up directly at the slot position.

The solid line in Fig. 5.18 indicates the case with ξ∗ increased 30% together with
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Λ decreased 20% while the dash line indicates the case with ξ∗ increased 50%. Both

cases were tested with the coolant injection angle 20◦ and the turbulent eddy viscosity

set to 4, 000µ∞ at the slot position. According to the favourable results in Fig. 5.18,

ξ∗ increased by 50% is selected for the following calculations.
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Figure 5.18: Heat transfer rate comparison: α = 20◦

With Zeman’s dilatation-dissipation correction applied in the k − ω turbulence

model, heat prediction ability of this model in hypersonic turbulent flow has been

improved greatly. Thus it is now possible to study the effect of coolant injection rate

and slot height in hypersonic turbulent film cooling. The computational domain used is

similar to Case 1, that is, there is no coolant inlet extension. Coolant flow parameters

were set up directly at the slot exit as the inlet boundary with µt = 4, 000µ∞, α = 20◦

applied in all the calculations.

5.5 Different turbulence models

Menter’s baseline (BSL) and SST turbulence models have also been tested in hyper-

sonic turbulent film cooling. Again TFC Case 3 was chosen to be the test case. The
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BSL worked well without the coolant inlet while the SST model worked well with the

coolant inlet extension. Thus the coolant inlet in Section 5.3.1 was included for the

SST model. For the BSL model, µt was set to 4, 000µ∞ at the slot exit with the

coolant injection angle α = 20◦. For the SST model, µt was also set to 4, 000µ∞ at

the extended inlet. Heat transfer rate is compared in Fig. 5.19.
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Figure 5.19: Heat transfer rate comparison of different turbulence models

From the cooling length in Fig. 5.19, it is clearly seen that Menter’s two models

delay transition. Because of the limiter used in the SST model when calculating the

turbulent eddy viscosity, this model delays transition even more than the BSL model. It

could be concluded that these two models are not suitable for the film cooling under the

flow conditions and geometry configurations in this study without any modifications.

Further work is needed in order to apply the Menter’s SST turbulence model in this

film cooling study.
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5.6 Effect of coolant injection rate

Detailed coolant flow conditions of the five different coolant injection rates from 5.07×

10−4 to 30.69 × 10−4 kg/s called TFC Cases 1 to 5 (Group 1) are listed in Table 5.2.

The coolant flow was supposedly injected at a Mach number of 1.0 in these five test

cases. It had been observed that under high mass flow rate, Zeman’s free shear flow

model does not perform as well as under low mass flow rate.

In Fig. 5.20, heat transfer rates of the above five coolant injection rate cases plus

the flat plate case are compared with the experimental data. In all the five cases, the

experimental cooling length changes only by a small amount. In the computational

results, the cooling length has a more definite increase with increase in coolant injection

rate because more momentum and energy were injected into the primary flow stream

through the given profile applied at the slot position. Although the turbulent eddy

viscosity is set to 4, 000µ∞, it will peter out so that a laminar region occurs, which will

lead to an increase of the cooling length. The coolant flow influences the primary flow

even far downstream of the slot in all the cases, but less in the computational study

than the experiments.

Increasing the coolant injection rate can be used as an effective method to improve

the film cooling effectiveness in hypersonic turbulent flow as shown in Fig. 5.21. For

the highest coolant injection rate, TFC Case 5, the effectiveness is about 46% at 50 s

downstream of the slot. The effectiveness is only about 14% at the same position in

TFC Case 1. The film cooling effectiveness achieves at about 20% at 200 s downstream

of the slot in TFC Case 5. A similar result was achieved in the laminar study, but

the coolant injection rate here is much higher than in the laminar film cooling and the

effect of the increment of the coolant injection rate is not as effective as in the laminar

film cooling.
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Figure 5.20: Heat transfer rate comparison: five coolant injection rates
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Figure 5.21: Film cooling effectiveness of different coolant injection rates

5.7 Effect of slot height

TFC Cases 3, 6 and 7 listed in Table 5.1 were selected to study the effect of slot height

in hypersonic turbulent film cooling. Both the primary and the coolant flow condi-
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tions were kept the same except that the slot height was different from 0.8382mm

to 1.6002mm. Fig. 5.22 and Fig. 5.23 show the comparison between the computa-

tional and experimental results of the heat transfer rate and film cooling effectiveness

respectively similar to that obtained in the laminar film cooling study.

For these three different slot heights, the heat transfer rate changes little in the near

slot area. But the effect of the slot becomes more obvious far from the slot position in

the CFD results.
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Figure 5.22: Heat transfer rate comparison: three slot heights

5.8 Curve fitting – turbulent film cooling

Similar to the laminar calculations in the previous chapter, curve fitting has again been

applied to TFC Cases 1 to 5 to estimate the cooling length xA for hypersonic turbulent

film cooling (Eqn. (5.4)). The equation obtained is

xA/h = 24.36 ṁ0.44. (5.4)
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Figure 5.23: Film cooling effectiveness of different slot heights

Table 5.5 demonstrates that the equation provides good prediction of the cooling

length.

TFC Case ṁ xA/h (a) xA/h (b)
1 0.05 6.12 6.44
2 0.08 8.52 8.08
3 0.14 10.60 10.14
4 0.20 11.81 12.05
5 0.29 13.88 14.23

(a) estimated from the numerical result
(b) from Eqn. (5.4)

Table 5.5: Cooling length estimation (turbulent flow)

Film cooling effectiveness is specified in Eqn. (5.5). For this turbulent film cooling

study, it was observed that the film cooling effectiveness decreases sharply after the

cooling length which could be predicted using a simple relationship. In fact two linear

curves in log-log coordinates could be used to describe the film cooling effectiveness

as sketched in Fig. 5.24. This agrees well with results presented by other researchers.
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The power law in Eqn. (5.5) was found to estimate the efficiency.

η =





1 x ≤ xA

23.92
(
x
hṁ

)−0.74
x > xA

(5.5)

x/(h m)
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Figure 5.24: Film cooling effectivenesses of TFC Cases 1 to 5 comparing with curve
fitting result

For both laminar (Chapter 4) and turbulent flows, a two-equation model is found

to be suitable for predicting film cooling effectiveness against parameter x/(hṁ). The

relation could be as simple as linear in turbulent flows while a second-order polynomial

curve can be used to fit the laminar film cooling effectiveness in log-log coordinates.

5.9 Summary

After successfully simulating the film cooling problem in hypersonic laminar flows, the

same problem has been studied in hypersonic turbulent flows. Different parameters,

including the coolant inlet geometry, turbulence level of the coolant flow and the coolant

injection angle were first studied to investigate their effects on the hypersonic turbulent
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film cooling. Due to the small slot (1.2192mm), coolant flow in the coolant inlet was

found to remain laminar in the calculation which makes the cooling length longer than

the experimental result. In the experiment, the coolant flow had been arranged to be

choked (Mc = 1.0) at the slot exit. An assumption based on this may lead to some

uncertainties in defining the boundary conditions of the CFD simulations.

It is found necessary to introduce dilatation-dissipation corrections to the k − ω

turbulence model to obtain agreement with measurements. Zeman’s free shear flow

model was chosen to be tested in this study. For coolant low mass flow rate, a 50%

increment of ξ∗ can give quite good results compared with the unmodified k−ω model.

But under high mass flow rate, the unchanged Zeman’s free shear flow model gave

reasonable results. This correction yields improved heat transfer and cooling length

prediction.

During the study in which the coolant injection rate and the slot height were varied,

coolant flow parameters were set up directly at the slot exit with µt = 4, 000µ∞ and

an injection angle at α = 20◦ applied in all the calculations. It was found that under

the same slot height improved film cooling effectiveness can be achieved when the

coolant injection rate increased due to more momentum and energy injected into the

primary flow stream. Changing slot height again made little difference to film cooling

effectiveness.

Besides the Wilcox k − ω turbulence model, the Menter baseline and SST models

were also tested. According to the preliminary results, these two models were found

not to be suitable for the hypersonic turbulent film cooling without any modifications.

A two-equation model has been found to describe the relationship between the film

cooling effectiveness and the parameter x/(h ṁ). Different from the laminar flow, a

straight line is used in the log-log coordinates rather than a second-order polynomial

curve for the region after the cooling length.



Chapter 6

Conclusions

6.1 Summary of analysis

The aim of this computational work is to investigate the mechanism and effectiveness of

film cooling in hypersonic laminar and turbulent flows. Film cooling is used to provide

heat protection for wall surfaces under high thermal load. As a first step, the PMB2D

Navier-Stokes solver has been successfully validated in hypersonic laminar and turbu-

lent flows. In Chapter 3, the hypersonic flow over a flat plate without film cooling was

studied, this provided a reference datum to check the effectiveness of film cooling. As

described in Chapters 4 and 5, the CFD code has been successfully used to simulate the

film cooling problem in hypersonic laminar and turbulent flows respectively. According

to the computational results, CFD was proven to be a powerful tool able to provide

reasonable results for hypersonic cooling flows.

The predictions were sensitive to the way that the appropriate boundary conditions

applied for the coolant flow. For laminar film cooling it was necessary to include the

development of the flow in the plenum chamber upstream of the slot. For turbulent

film cooling under the geometry used in the experiment the injection at an angle

of 20◦ was most appropriate in this numerical study. Different turbulence models

including Wilcox’s k − ω model, Menter’s baseline and SST model have been tested.

It is concluded that the Wilcox’s k − ω turbulence model with dilatation-dissipation
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correction provides the best heat prediction in this study.

The mechanism of film cooling was well illustrated in the plots of calculated velocity

profiles, Mach and temperature contours downstream of the slot exit. The coolant fluid

was found to affect the primary boundary layer in two ways:

• initially a separate layer set up by the coolant fluid itself in the near slot area,

• later a mixing layer between the primary and coolant flow streams.

Upstream of the slot it has been observed that there is a band of high temperature

air near the wall which provides the positive temperature gradient, hence heating at

the wall. The effect of the coolant is to initially remove this temperature gradient.

However further downstream there is a mixing of the flows when the initial profile and

temperature band is re-established, although more diffused, resulting in an increas-

ing heat transfer rate. Therefore, it can be concluded that film cooling causes the

development of the primary boundary layer to be delayed.

A commonly used technique, curve fitting, has been applied in analysing the nu-

merical results. For laminar flow, film cooling effectiveness was observed to obey a

second-order curve in the log-log coordinates against log10η = f(log10
x
hṁ

)2. For turbu-

lent flow, a linear relation was found suitable to describe the relation between log10η

and log10
x
hṁ

.

Besides the isothermal wall, an adiabatic wall has also been tested for film cooling

in laminar hypersonic flow and was found to give reasonable prediction of the film

cooling effectiveness. The application of the adiabatic wall can greatly reduce the

computational cost because there is no large temperature gradient between the flow

stream and the wall surface. This is an important observation for future 3-D film

cooling computational studies.

The following general conclusions about film cooling in hypersonic flows are drawn

in this computational study:

• For both laminar and turbulent flows, film cooling is effective but especially in
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laminar flow. Inside the cooling length downstream of the slot exit, the wall

surface is fully protected. For example, the film cooling effectiveness is about

30% for LFC Case 5 (Chapter 4) 200 slot heights downstream of the slot.

• Increasing the coolant injection rate can obviously increase the film cooling ef-

fectiveness. Again, this works better in laminar flow than in turbulent flow. The

coolant injection rate in turbulent flow should be considered to be high enough

to give good heat protection.

• Slot height in both laminar and turbulent flows under the flow conditions in

this study was found to be less important, which means other factors can be

considered in priority when constructing film cooling systems.

• The primary flow conditions were found to heavily affect the heat transfer rate.

Thus when designing film cooling systems, the coolant injection rate should be

considered carefully according to the primary flow conditions.

• Under the same flow conditions and step height, the cooling length in both lami-

nar and turbulent flows could be described by a power law of the ratio of coolant

mass flux per unit area to primary stream mass flux per unit area ṁ and the

non-dimensional distance downstream of the slot exit x/h. For film cooling ef-

fectiveness in log-log coordinates, a second-order polynomial curve can be used

to fit the laminar flows, whilst a straight line is suitable for the turbulent flows.

6.2 Suggestions for future work

The fundamental 2-D film cooling has been successfully studied. The effectiveness

of film cooling has been found to be concerned with many parameters, e.g., coolant

injection rate, slot/lip height, primary/coolant flow conditions, different coolant gases.

Further work about film cooling in hypersonic flows should be executed with some

aspects suggested below. All these will go towards actual application of film cooling in
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engineering.

• Different coolant gases should be studied, especially hydrogen because it is the

most commonly used fuel in hypersonic vehicles. It has also been found that its

high heat capacity compared to air provides higher film cooling effectiveness.

• A three-dimensional film cooling study should be made with complex structures

such as turbine blades. Hole shapes, hole distributions and combination of injec-

tion angles are all of interest. An adiabatic wall boundary condition is suggested

to be used to study the film cooling effectiveness in 3-D simulations because of

its low computational cost.

• More experiments should be performed with careful control of and under a variety

of flow conditions to provide a database for CFD validation.

• A more complex study should be made combining film cooling and regenerative

cooling.



Appendix A

Implementation and Validation of

the S-A Turbulence Model

A.1 Implementation of the S-A turbulence model

A.1.1 S-A turbulence model transport equation

As described in Chapter 2, the S-A turbulence model is a one-equation model developed

by Spalart and Allmaras [68, 69]. The transport equation and coefficients of the S-

A model were defined using dimensional analysis, Galilean invariance, and selected

empirical results. In this model, the Reynolds stresses are given by

−u′iu
′
j = 2νtSij, (A.1)

where Sij is the mean strain rate tensor. The eddy viscosity νt is given by

νt = ν̃fv1, fv1 =
χ3

χ3 + c3
v1

, χ ≡ ν̃

ν
. (A.2)

ν is the molecular viscosity. ν̃ is the working variable and obeys the following transport

equation
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Dν̃

Dt
= cb1 [1− ft2] Ω̃ν̃ +

1

σ

[
∇ · ((ν + ν̃)∇ν̃) + cb2 (∇ν̃)2]

−
[
cw1fw −

cb1
κ2
ft2

] [ ν̃
d

]2

+ ft1∆U 2.

(A.3)

The left hand side of the equation is the Lagrangian or material derivative of ν̃:

Dν̃/Dt ≡ ∂ν̃/∂t+ ui∂ν̃/∂xi, Ω̃ is the modified magnitude of the vorticity and d is the

distance to the closest wall. Here

Ω̃ ≡ Ω +
ν̃

κ2d2
fv2, fv2 = 1− χ

1 + χfv1

. (A.4)

The other auxiliary functions are defined by

fw = g

[
1 + c6

w3

g6 + c6
w3

]1/6

, g = r + cw2 (r6 − r) , r ≡ ν̃

S̃κ2d2
,

ft2 = ct3 exp (−ct4χ2) , ft1 = ct1 gt exp

(
−ct2

ω2
t

∆U 2

[
d2 + g2

t d
2
t

])
,

(A.5)

ft1 is the trip function, dt is the distance from the field point to the trip, which is on a

wall. The parameter ωt is the wall vorticity at the trip, and ∆U is the difference between

the velocity at the field point and the trip. The parameter gt ≡ min (0.1,∆U/ωt∆x)

where ∆x is the grid spacing along the wall at the trip. The constants are

σ = 2/3, cb1 = 0.1355, cb2 = 0.622, κ = 0.41,

cw1 = cb1/κ
2 + (1 + cb2)/σ, cw2 = 0.3, cw3 = 2, cv1 = 7.1,

ct1 = 1.0, ct2 = 2.0, ct3 = 1.1 (1.2), ct4 = 2.0 (0.5).

(A.6)

where ct3 and ct4 have two different sets with the values in the brackets considered

safer at high Reynolds numbers [69]. The wall boundary condition is ν̃ = 0. In the

freestream ν̃ ≤ 0.1ν is acceptable.

The S-A model includes the treatment of transition, however, in this study only fully

turbulent flow is considered. So with all the transition terms ignored, the transport

equation of the S-A model Eqn. (A.3) can be written as
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Dν̃

Dt
= cb1Ω̃ν̃ +

1

σ

[
∇ · ((ν + ν̃)∇ν̃) + cb2 (∇ν̃)2]− cw1fw

[
ν̃

d

]2

. (A.7)

A.1.2 Non-dimensionalisation

The fully turbulent transport equation of the S-A model Eqn. (A.7) is non-dimensionalised

using the freestream flow variables.

x∗ = x
L

y∗ = y
L

z∗ = z
L

u∗ = u
U∞

v∗ = v
U∞

w∗ = w
U∞

ρ∗ = ρ
ρ∞

µ∗ = µ
µ∞

µ∗t = µt
µ∞

p∗ = p
ρ∞U2∞

T ∗ = T
T∞

E∗ = E
ρ∞U2∞

t∗ = t
L/U∞

ν̃∗ = ν̃
ν∞

(A.8)

Variables with superscript notation ’*’ are local dimensionless flow variables, freestream

variables are variables with subscript notation ’∞’, and L is the reference length. The

freestream Reynolds number is defined as

Re∞ =
ρ∞U∞L

µ∞
. (A.9)

Now the non-dimensional transport equation of the S-A model is written as

Dν̃∗

Dt∗
= cb1Ω̃∗ν̃∗ +

1

σRe∞

[
∇ · ((ν∗ + ν̃∗)∇ν̃∗) + cb2 (∇ν̃∗)2]− cw1fw

Re∞

[
ν̃∗

d∗

]2

. (A.10)

For convenience, the superscript ’*’ will be dropped so that all the variables are

assumed to be non-dimensional values, unless stated otherwise. For the same purpose,

the freestream Reynolds number based on the reference length L will be written as Re.

Finally the transport equation is written in a similar way as the N-S equations.

∂W

∂t
+
∂(F i − F v)

∂x
+
∂(Gi −Gv)

∂y
+
∂(H i −Hv)

∂z
= S, (A.11)
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where W = ν̃, inviscid flux, viscous flux and the source terms are defined as the

following





F i = uν̃

Gi = vν̃

H i = wν̃

F v = ν+ν̃
σRe

∂ν̃
∂x

Gv = ν+ν̃
σRe

∂ν̃
∂y

Hv = ν+ν̃
σRe

∂ν̃
∂z

S = S1 + S2 + S3 + S4.

(A.12)

The source term is divided into the following four parts





S1 = cb1Ω̃ν̃

S2 = cb2
σRe

[(
∂ν̃
∂x

)2
+
(
∂ν̃
∂y

)2

+
(
∂ν̃
∂z

)2
]

S3 = − cw1fw
Re

[
ν̃
d

]2

S4 = ν̃
(
∂u
∂x

+ ∂v
∂y

+ ∂w
∂z

)
.

(A.13)

All the auxiliary functions are redefined in non-dimensional form as

χ ≡ ν̃

ν
, fv1 =

χ3

χ3 + c3
v1

, fv2 = 1− χ

1 + χfv1

fw = g

[
1 + c6

w3

g6 + c6
w3

]1/6

, g = r + cw2 (r6 − r) , r ≡ ν̃

S̃κ2d2
· 1

Re

Ω̃ = Ω +
ν̃

κ2d2
fv2 ·

1

Re
, Ω ≡

√
2ΩijΩij

σ = 2/3, cb1 = 0.1355, cb2 = 0.622, κ = 0.41

cv1 = 7.1, cw1 = cb1/κ
2 + (1 + cb2)/σ, cw2 = 0.3, cw3 = 2.

(A.14)
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A.1.3 Curvilinear coordinates

The governing equations are usually transformed from the physical domain (x, y, z, t)

to computational domain (ξ, η, ζ, τ) with the grid spacing in the computational space

is uniform and of unit length. This produces a computational region that is a cuboid

and has a regular uniform mesh (Fig. (A.1)).

ξ

η
ζ

x

y
z

Figure A.1: Coordinate transformation from physical to computational domain

The generalised coordinate transformation produces a system of equations that can

be applied to any regular and nonsingular geometry or grid system.





τ = t

ξ = ξ(x, y, z, t)

η = η(x, y, z, t)

ζ = ζ(x, y, z, t)

(A.15)

The Jacobian matrix is defined as

J =
∂(ξ, η, ζ, τ)

∂(x, y, z, t)
=




ξx ξy ξz ξt

ηx ηy ηz ηt

ζx ζy ζz ζt

0 0 0 1



, (A.16)

where
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



ξx = J(yηzζ − yζzη) ηx = J(zξyζ − yξzζ) ζx = J(yξzη − zξyη)

ξy = J(zηxζ − xηzζ) ηy = J(xξzζ − xζzξ) ζy = J(xηzξ − xξzη)

ξz = J(xηyζ − yηxζ) ηz = J(yξxζ − xξyζ) ζz = J(xξyη − yξxη)

ξt = −xτξx − yτξy − zτξz ηt = −xτηx − yτηy − zτηz ζt = −xτζx − yτζy − zτζz
(A.17)

J is the determinant of the Jacobian matrix and can be calculated by

J = (xξyηzζ + xζyξzη + xηyζzξ − xξyζzη − xηyξzζ − xζyηzξ)−1. (A.18)

All the elements (metrics, e.g., ξx, ξy, ξz) can be obtained from the inverse met-

rics (e.g., xξ, yξ, zξ). Simple finite difference approximations can be used to calculate

these inverse metrics since the grid points are equally spaced in computational space,

that is, ∆ξ = ∆η = ∆ζ = 1.

The chain rule of partial differentiation is introduced in calculating all the deriva-

tives, for example, the velocity gradient ∂u
∂x

is calculated as

∂u

∂x
= ξx

∂u

∂ξ
+ ηx

∂u

∂η
+ ζx

∂u

∂ζ
. (A.19)

Now if we apply the generalised transformation to the transport equation of the

S-A turbulence model, Eqn. (A.11), the following equation will be achieved

∂Ŵ

∂τ
+
∂(F̂ i − F̂ v)

∂ξ
+
∂(Ĝi − Ĝv)

∂η
+
∂(Ĥ i − Ĥv)

∂ζ
= Ŝ. (A.20)

The variables in the above equation are defined as the following
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



Ŵ = W/J

F̂ i = ξtŴ + (ξxF
i + ξyG

i + ξzH
i)/J

Ĝi = ηtŴ + (ηxF
i + ηyG

i + ηzH
i)/J

Ĥ i = ζtŴ + (ζxF
i + ζyG

i + ζzH
i)/J

F̂ v = (ξxF
v + ξyG

v + ξzH
v)/J

Ĝv = (ηxF
v + ηyG

v + ηzH
v)/J

Ĥv = (ζxF
v + ζyG

v + ζzH
v)/J

Ŝ = S/J

(A.21)

Again derivative terms of the velocity and the working viscosity ν̃ should be eval-

uated in computational space (ξ, η, ζ, τ) via the chain rule, as mentioned above.

A.1.4 Finite volume method

The finite volume method uses the integral form of the conservation equation as the

starting point

∂

∂t

∫

V

W dV +

∫

S

(M · n) dS =

∫

V

Sφ dV, (A.22)

M = (F i − F v)i + (Gi −Gv)j + (H i −Hv)k. (A.23)

The above integral conservation equation applies to each control volume, as well as

to the solution domain as a whole. To obtain an algebraic equation for each control

volume, the surface and volume integrals need to be approximated using quadrature

formulae.

The usual approach is to define the control volumes by a suitable grid and assign

the computational node to the control volume centre. However, it is possible to define

the nodal locations first and then construct control volumes around them. Fig. A.2(a)

and Fig. A.2(b) illustrate these two different finite volume grids. The former one is
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(a) (b)

Figure A.2: Two types of finite volume grids: (a) nodes centered in CVs (b) CV faces
centred between nodes

used in this study.

A.1.5 Spatial discretisation

The application of the finite volume method leads to the need to calculate the fluxes

on the surface of two neighbouring control volumes, e.g., F̂ i
i±1/2,j,k, F̂

v
i±1/2,j,k. The

inviscid flux terms in this study are discretised by the Engquist-Osher method [82].

The MUSCL interpolation [83] is used to provide the third-order accuracy together

with van Albada’s limiter [84]. The discretisation of the viscous flux terms is realised

by central difference. The source term is evaluated at the cell centre.

Inviscid flux terms

The Engquist-Osher method is used to discretise the inviscid flux terms: F̂ i
i±1/2,j,k,

Ĝi
i,j±1/2,k and Ĥ i

i,j,k±1/2. To describe the method, the flux term F̂ i
i+1/2,j,k can be written

as

F̂ i
i+1/2,j,k =

1

2

(
F̂ i
i,j,k + F̂ i

i+1,j,k

)
+

1

2

∫ Ŵ+
i+1/2,j,k

Ŵ−
i+1/2,j,k

∣∣∣A(Ŵ )
∣∣∣ dŴ , (A.24)
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where A(Ŵ ) is the derivative of F̂
(
Ŵ
)

with respect to Ŵ . Values for Ŵ±
i+1/2,j,k can be

obtained from the MUSCL interpolation with von Albada’s limiter in order to improve

the accuracy of the results.





Ŵ−
i+1/2,j,k = Ŵi,j,k +

[
(∆2

++ε2)∆−+(∆2
−+ε2)∆+

∆2
−+∆2

++2ε2

]

i,j,k

Ŵ+
i+1/2,j,k = Ŵi+1,j,k −

[
(∆2

++ε2)∆−+(∆2
−+ε2)∆+

∆2
−+∆2

++2ε2

]

i+1,j,k

(A.25)

where





(∆−)i,j,k ≡ Ŵi,j,k − Ŵi−1,j,k

(∆+)i,j,k ≡ Ŵi+1,j,k − Ŵi,j,k

(A.26)

and ε2 is a small non-zero constant which can prevent the undesirable clipping of

a smooth extremum but otherwise has negligible influence. The value used by van

Albada [84] is 0.008. It was found that the results are not very sensitive to the precise

value of ε2.

According to Eqn. (A.25), the inviscid flux residual for control volume (i, j, k) is a

function of 13 points

Ri
i,j,k = R

(
Ŵi−2,j,k, Ŵi−1,j,k, Ŵi,j,k, Ŵi+1,j,k, Ŵi+2,j,k, Ŵi,j−2,k,

Ŵi,j−1,k, Ŵi,j+1,k, Ŵi,j+2,k, Ŵi,j,k−2, Ŵi,j,k−1, Ŵi,j,k+1, Ŵi,j,k+2

)
.

(A.27)

Viscous flux terms

Central differencing is used to discretise the viscous flux terms: F̂ v
i±1/2,j,k, Ĝ

v
i,j±1/2,k and

Ĥv
i,j,k±1/2. The value of the velocity components and their derivatives, as well as the

value and derivative of the working eddy viscosity ν̃ are required at the faces of each

control volume. Control volume face values are approximated by the average of the

two adjacent control volume face values,



A.1. IMPLEMENTATION OF THE S-A TURBULENCE MODEL 115

ν̃i+1/2,j,k =
1

2
(ν̃i,j,k + ν̃i+1,j,k) . (A.28)

Control volume face values of the derivatives are obtained using Green’s formula

applied to a one-sided auxiliary control volume surrounding the considered face, for

example

∂ν̃

∂x
=

1

Vaux

∫∫

Saux

ν̃ dydz, (A.29)

where Vaux is the volume of the auxiliary control volume and Saux includes all the six

surfaces surrounding the auxiliary control volume. Suppose the centre of the auxiliary

control volume is called p, so the following six values are needed





ν̃b = (ν̃i,j,k−1 + ν̃i+1,j,k−1 + ν̃i+1,j,k + ν̃i,j,k)/4

ν̃w = ν̃i,j,k

ν̃s = (ν̃i,j−1,k + ν̃i+1,j−1,k + ν̃i+1,j,k + ν̃i,j,k)/4

ν̃n = (ν̃i,j,k + ν̃i+1,j,k + ν̃i+1,j+1,k + ν̃i,j+1,k)/4

ν̃e = ν̃i+1,j,k

ν̃t = (ν̃i,j,k + ν̃i+1,j,k + ν̃i+1,j,k+1 + ν̃i,j,k+1)/4.

(A.30)

This means that the viscous flux terms are related to 19 points. For both the

inviscid and viscous flux terms, the residual is now a function of 25 different points.

Source term

The source term is evaluated at the control volume centre, using the approach described

in Eqn. (A.29).

After the spatial discretisation, the following semi-discrete form of the S-A model

is achieved

dŴi,j,k

dτ
= − 1

Vi,j,k
,Ri,j,k (A.31)
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where Ri,j,k denotes the discretisation of the spatial and source terms. Considering

the whole computational domain, this equation is rewritten in the following form for

clarity

dQ

dt
= − 1

V
R. (A.32)

A.1.6 Boundary conditions

The boundary conditions are set by using two rows of halo control volumes. Values are

set in the halo according to interior values and boundary values. Once halo values are

set then all interior control volumes are treated in an identical fashion. The extrapo-

lations used are shown in Table (A.1). The subscripts 1, 2, b1 and b2 denote values in

the interior control volume adjacent to the boundary, the next interior control volume,

the first halo control volume and the second halo control volume, respectively.

Boundary type First halo control volume Second halo control volume
Solid wall ν̃b1 = −ν̃2 ν̃b2 = −ν̃1

Far field ν̃b1 = ν̃∞ ν̃b2 = ν̃∞
y-symmetry ν̃b1 = ν̃2 ν̃b2 = ν̃1

z-symmetry ν̃b1 = ν̃2 ν̃b2 = ν̃1

Linear extrapolation ν̃b1 = 2ν̃b2 − ν̃1 ν̃b2 = 2ν̃1 − ν̃2

Poiseille ν̃b1 = 0 ν̃b2 = 0
Mirror ν̃b1 = ν̃1 ν̃b2 = ν̃1

Given profile ν̃b1 = ν̃pro ν̃b2 = ν̃pro
Degenerated x-y ν̃b1 = ν̃2 ν̃b2 = ν̃1

Degenerated x ν̃b1 = ν̃2 ν̃b2 = ν̃1

Degenerated interior ν̃b1 = ν̃2 ν̃b2 = ν̃2

Table A.1: Boundary conditions for the S-A turbulence model

ν̃∞ is freestream value and is set to 0.1ν∞ by default as suggest by Spalart [68].

This value is also used to initialised the flow field. For a given profile bounday, ν̃pro is

the value given directly which is set from an input parameter file.
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A.1.7 Time discretisation

Steady-state solver

The integration in time of Eqn. (A.32) to a steady-state solution is performed in two

phases. First, an explicit scheme is used to smooth out the freestream starting solution.

∆Q = − 1

V
∆tRn, (A.33)

where ∆Q = Qn+1 −Qn, n is the current time level, n+ 1 is the new time level.

In order to speed up the calculation, an implicit time-marching scheme is applied

V

∆t
∆Q = −Rn+1. (A.34)

This equation represents a system of non-linear algebraic equations. In order to

simplify the solution procedure, the flux residual Rn+1 is linearised in time as follows

Rn+1 = Rn + ∂R
∂t

∆t+O(∆t2)

≈ Rn + ∂R
∂Q

∂Q
∂t

∆t

≈ Rn + ∂R
∂Q

∆Q.

(A.35)

Now the following linear system is obtained after applying the above approximation

(
V

∆t
I +

∂R

∂Q

)
∆Q = −Rn. (A.36)

As mentioned above, the residual of each control volume is related to 25 points.

This leads to a Jacobian matrix ∂R/∂Q which has twenty five non-zero blocks per row.

An approximate Jacobian is introduced in order to reduce the memory requirement and

CPU time consumption. Only seven non-zero elements are considered so that when

calculating the Jacobian the residual is only considered to be a function of these seven

points
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Figure A.3: Approximate Jacobian matrix

Ri,j,k = R (Qi−1,j,k, Qi,j,k, Qi+1,j,k, Qi,j−1,k, Qi,j+1,k, Qi,j,k−1, Qi,j,k+1) . (A.37)

This approximation, as shown in Fig. (A.3), which is applied only for the derivation

of the Jacobian terms, is also easier for the linear solver because the resulting matrix

becomes more diagonally dominant than using the exact Jacobians. As a result, 72%

of the memory requirement and matrix-vector multiplication operation are reduced.

The method has been successfully applied in the two-dimensional solver PMB2D [61]

and the mean flow solver of the PMB3D code.

Unsteady flow solver

The N-S equations and the S-A transport equation for unsteady flow are solved by

introducing an iteration through pseudo time τ to the steady state [62], as given by

wn+1,m+1 −wn+1,m

∆τ
+

3wkm − 4wn + wn−1

2∆t
+ R

(
w̃km, q̃kt

)
= 0 (A.38)

qn+1,m+1 − qn+1,m

∆τ
+

3qlt − 4qn + qn−1

2∆t
+ S

(
w̃lm , q̃lt

)
= 0, (A.39)

where the m-th pseudo time iterate at the (n+1)th real time step are denoted by wn+1,m

and qn+1,m respectively. Here km, kt, km and lt give the time level of the variables used

in the spatial discretisation. The iteration scheme used only effects the efficiency of the
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method and hence we can sequence the solution in pseudo time without compromising

accuracy. For example, using explicit time stepping we can calculate wn+1,m+1 using

km = n+1,m and kt = n+1,m and qn+1,m+1 using lm = n+1,m+1 and lt = n+1,m.

For implicit time stepping in pseudo time km = lm = lt = n+1,m+1 and kt = n+1,m

can be used. In both of these cases the solution of the equations is decoupled by freezing

values but at convergence the real time stepping proceeds with no sequencing error. It

is easy to recover a solution which is sequenced in real time from this formulation by

setting kt = n,m throughout the calculation of the pseudo steady state. This facilitates

a comparison of the current pseudo time sequencing with the more common real time

sequencing.

A.1.8 Linear solver

For the implicit scheme, the result of the discretisation process is a system of algebraic

equations, Eqn. (A.36) is written here again.

(
V

∆t
I +

∂R

∂Q

)
∆Q = −Rn. (A.40)

For unsteady problems, the equation should be changed because of the additional

term in Eqn. (A.39).

The generalised conjugate gradient (GCG) method [85] with the block incomplete

LU (BILU) decomposition [86] are chosen to be used to solve this system.

A.2 Validation of the S-A turbulence model

A.2.1 RAE2822 aerofoil Cases 9 and 10

The transonic flow over an aerofoil provides a good test of the turbulence model to

predict the boundary layer development along a curved surface. Two cases of RAE2822,

Case 9 (no/small separation region) and Case 10 (shock induced separation) with
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different flow conditions were tested. Flow conditions for these two cases are listed

in Table A.2. For both cases, the same C-type grid was generated with 257 points in

the streamwise direction, 65 points in the direction normal to the wall and 5 points in

the spanwise direction. Since the transitional terms of the S-A turbulence model was

ignored in the implementation, flow around this aerofoil was considered fully turbulent.

RAE2822 M∞ Re Angle of attack Transition at x/c
Case 9 0.73 6.5× 106 2.79◦ 0.03
Case 10 0.75 6.2× 106 2.81◦ 0.03

Table A.2: Flow conditions selected for the RAE2822 Cases 9 and 10
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(a) RAE2822 Case 9 (b) RAE2822 Case 10

Figure A.4: Mach number contours around the RAE2822 aerofoil

Mach contours, pressure and skin friction coefficient distributions for both cases

compared with the k − ω turbulence model and the experimental data are presented

in Figs. A.4, A.5 and A.6. Shock was captured in both cases. For Case 9, the location

of the shock captured is upstream from the experimental location. For Case 10, the

the shock captured is downstream from the experimental data. The k−ω model gives

the shock location downstream of the experimental data in both cases. The angle of

attack has a strong influence on the shock location. Since the correct angle of attack

is uncertain, the shock location is not a reliable indicator of the turbulence model

accuracy in these two cases.
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In Fig. A.5, pressure coefficient distributions on lower wall surface are quite good in

both cases for both turbulence models. But on the upper wall surface, shock position

is not well predicted as mentioned above. Shock induced separation can be observed

in Case 10 (Fig. A.6).
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Figure A.5: Pressure coefficient distributions for the RAE2822 aerofoil
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Figure A.6: Skin friction coefficient distributions for the RAE2822 aerofoil
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A.2.2 NLR-F5 wing

A second test was made to investigate the flow around a NLR-F5 wing. The flow

conditions are as follows: the freestream Mach number is 0.896, the attack angle is

0.497◦ and the Reynolds number is 5.79 × 106. A C-O type grid which containing

65× 33× 33 points was used in this calculation.
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0.683954

Figure A.7: Pressure contours for NLR-F5 wing

Pressure contour is shown in Fig. A.7 with the shock near the leading edge clearly

seen. In Fig. A.8, the pressure coefficient distributions are compared with the k − ω

model and the experimental data. η means the position along spanwise direction. In

the region near the lower surface leading-edge, the S-A model predicts the suction peak

very well. In the area near the tip (Fig. A.8 (g) η = 0.875 and (h) η = 0.977) the S-A

model does not capture the shock wave on the upper wall surface, while the k − ω

model predicts the shock sharply.
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Figure A.8: Pressure coefficient distribution for NLR-F5 Wing
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A.3 Conclusions

The implementation of the Spalart-Allmaras turbulence model in the PMB3D code

gives some reasonable results in the validation phase. For all the test cases including

RAE2822 aerofoil Cases 9 and 10 and NLR-F5 wing, the S-A model captured the main

flow phenomena. It seems that this model is promising especially for flows without

considerable separation.
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