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A numerical study of the flow over a half wing-body configuration representative of a

large civil aircraft is presented. In particular, we are interested in predicting the onset of

the shock buffet instability. Reynolds-averaged Navier-Stokes simulations using the one-

equation Spalart-Allmaras turbulence model are considered. First, forced-motion, time-

linearised analysis is performed to investigate the frequency response behaviour of aero-

dynamic coefficients while approaching the buffet onset angle of attack. Secondly, global

stability analysis with three inhomogeneous spatial directions is achieved for this realistic

aircraft configuration in transonic turbulent flow with strong shock waves and boundary

layer separation. The implicitly restarted Arnoldi method is applied, in conjunction with

an advanced sparse iterative linear equation solver and an industrial computational fluids

dynamics package, to calculate few eigenvalues of the complete fluid Jacobian matrix close

to the origin of the complex plane for flow conditions near shock buffet onset.

I. Introduction

The work presents the details of a study to investigate the onset of shock buffet unsteadiness. Shock
buffet is a phenomenon characterised by a strong interaction between the shock wave formed around a
wing in transonic flow and the wing’s turbulent boundary layer causing large-scale oscillatory shock motion.
While the unsteadiness is self-excited and self-sustained without structural vibration, the resulting unsteady
aerodynamic loads can excite the wing structure. As a consequence shock buffet limits the flight envelop of
civil aircraft in the transonic range. This phenomenon has thus been studied intensively.

The unsteadiness can be observed in both two- and three-dimensional configurations. While the two-
dimensional aerofoil case is characterised by harmonic shock motion at a distinct frequency, the behaviour
in three dimensions, such as configurations representative of civil aircraft, is less clear. It is often reported
that shock buffet on swept wing configurations is characterised by smaller shock movements with a larger
frequency band.1, 2 Results of a recent study on a half wing-body configuration indicate that the onset
of shock buffet can occur at a distinct frequency, while broadband unsteadiness develops with increasing
distance from the onset conditions.3, 4 Close to onset conditions the unsteadiness is very localised, and
corresponding time histories of quantities such as the lift coefficient indicate periodic motions.

The occurrence of distinct frequencies in the unsteady signal could indicate that the onset of the three-
dimensional shock buffet phenomenon follows the mechanism of a Hopf bifurcation, similar to studies on
two-dimensional aerofoils, where a pair of complex conjugate eigenvalues crosses the imaginary axis for a
critical parameter value such as Mach number or angle of attack. Such stability analyses have shown a
strong link between the appearance of shock unsteadiness and the presence of an unstable global mode.5–8

A critical value of the angle of attack exists above which the shock starts to oscillate. In a similar fashion,
it was previously attempted to not only estimate the frequency and damping behaviour of a destabilising
global mode from the corresponding eigenvalue, but also to predict the critical parameter value itself using
the inexact Lyapunov inverse iteration method.9, 10 Importantly, no prior knowledge of a frequency shift
close to the target eigenvalue is required, thus making the approach truely predictive. While simulations of
flutter onset and also fluid-only instability, in the form of a laminar circular cylinder flow, were successful,
numerical difficulties prevented the prediction of the aerofoil buffet onset.
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Previous studies of buffeting aerofoils using global stability analysis applied sparse direct linear equation
solvers with the coefficient matrix factorised in lower and upper triangular matrices and subsequent solution
of resulting triangular systems. Excessive memory requirements are already observed for simple aerofoil
cases. Indeed, when attempting to extrude an aerofoil into the spanwise direction to create a protoype three-
dimensional wing, the memory requirements, even for a small case with only 300,000 grid points, reached
1.8 TB.8 This will make such direct solution methods, when solving the linear systems resulting from a shift
and invert approach such as employed in ARPACK,11, 12 infeasible for truly three-dimensional cases. An
alternative method are sparse iterative linear equation solvers, such as the widely-used generalized minimal
residual method (GMRES).13 Such approaches however often fail to converge for very stiff problems, such
as shifted linear systems arising in transonic turbulent flow near buffet onset.

This paper will discuss the challenges outlined above. Most importantly, it is attempted to identify
the three-dimensional buffet onset behaviour from a global stability approach by using an advanced sparse
iterative linear equation solver with deflated restarting, while combining ARPACK and the industrial com-
putational fluid dynamics (CFD) code DLR-TAU.

II. Numerical setup

Test case

The test case is a half wing-body configuration scaled to wind tunnel dimensions. The semi-span of the model
is 1.10 m, while the aerodynamic mean chord is about 0.279 m. The local chord lengths corresponding to
the centre line and wing tip are 0.592 m and 0.099 m, respectively. The wing is twisted, tapered and has
a constant sweep angle of 25 deg. This configuration has recently been investigated in the transonic wind
tunnel facility of the Aircraft Research Association in the United Kingdom.

The simulations are set up to reproduce the aerodynamic field of the related wind tunnel tests, details of
which are not further discussed in this work and the reader is referred to [14]. The Mach number is 0.8 while
the Reynolds number (based on the aerodynamic mean chord) is 3.75 million. The reference temperature
and pressure are 266.5 K and 66.0 kPa, respectively. Different to the experimental study and previous work,
in which a laminar to turbulent transition is imposed near the wing leading edge, fully turbulent flow is
assumed in the current study to avoid unnecessary additional uncertainty when forming the fluid Jacobian
matrix for fixed transition. Far-field conditions are applied at a distance corresponding to 25 times the
semi-span of the model (around 90 aerodynamic mean chords). Symmetry boundary condition is applied
along the centre plane.

Grid

The unstructured mesh was produced using the Solar grid generator.15 The meshing follows industry-
accepted guidelines. For instance, the initial spacing normal to all viscous walls is less than 0.8 wall units for
this coarse mesh, while the growth rate of cell sizes in the viscous layer is less than 1.3. The blunt trailing
edge is described by 8 cells corresponding to a spacing of about 0.15% of the local chord. Concerning the
span-wise mesh distribution, a spacing of 0.5% and 0.1% of the span is imposed for the wing root and tip,
respectively. Altogether, the grid is composed of 2.7 million points corresponding to 4.7 million elements
of mixed type including 12,000 prisms, 71,000 pyramids, 2.4 million hexahedral and 2.3 million tetrahedral
elements. The grid spacing on the wing surface is presented in Figure 1a.

Nonlinear and time-linearised flow solver

The simulations were performed using the unstructured finite-volume solver TAU, developed by the German
Aerospace Center (DLR) and widely used in the European aerospace sector, both in industry and academia.
The Jameson-Schmidt-Turkel second-order central scheme with scalar artificial dissipation was applied to
evaluate the inviscid fluxes of the mean flow equations, while the turbulence model, namely the Spalart-
Allmaras (SA) model,16 was discretised using a first-order upwind scheme. Gradients of the flow variables,
used for the viscous and source terms, are reconstructed using the Green-Gauss theorem without further
approximations. Convergence of the nonlinear flow equations to steady state is accelerated using local
time-stepping and an implicit backward Euler solver with Lower-Upper Symmetric Gauss-Seidel iterations.
Multigrid is not applied in the current study.
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(a) Surface mesh (b) Sythetic torsion mode

Figure 1. Surface point distribution and flexible synthetic mode projected onto surface mesh.

For time-dependent computations, both fluid-only on rigid aircraft and forced response of flexible wing,
the standard dual time-stepping approach is employed. A dynamic Cauchy convergence criterion is applied for
iterations in dual time. Each time step is iterated until the drag coefficient, chosen as control variable, shows
a relative error smaller than 10−8 within the last 20 inner iterations. A minimum of 50 inner iterations is
always performed, regardless of the drag convergence, while the maximum number is limited to 500 iterations
when the dynamic convergence control fails.

For linearised frequency-domain, also called time-linearised, computations, DLR-TAU follows a first-
disretise-then-linearise, matrix-forming approach. When solving the resulting linear systems, an advanced
linear equation solver combined with an incomplete lower-upper (ILU) factorisation for preconditioning is
chosen to overcome non-converging solutions using the restarted GMRES solver. The advanced iterative
solver is referred to as generalized conjugate residual solver with deflated restarting (GCRO-DR). Here an
invariant Krylov subspace is recycled both between restarts when solving a single linear frequency-domain
problem and for a sequence of equations when, in the current work, varying the right-hand side forcing term
and diagonally shifting the Jacobian matrix. Details of the theory and implementation in the DLR-TAU
code as well as application to aeroelastic problems can be found in [17]. Preconditioning is applied in the
form of a local, block ILU factorisation where the coefficient matrix, used for the factorisation, is blended
between matrices arising from a first- and second-order spatial discretisation.18

For the calculation of eigenvalues and corresponding eigenvectors in the global stability approach, the
implicitly restarted Arnoldi method as realised in the ARPACK library11 is implemented within the DLR-
TAU solver. This allows the exploitation of the CFD code’s parallel infrastructure as well as its time-linearised
solver functionality as described in the previous paragraph. Shift and invert spectral transformation is
applied to achieve convergence to desired parts of the eigenspectrum, and therefore the solution of many
linear systems is required as well with varying right-hand side terms.

Implementation and proper functioning of the time-linearised tools in the DLR-TAU code have previously
been tested,17, 19, 20 while coupling with the parallel ARPACK library12 to extract few eigenvalues has been
thoroughly investigated using the well-known low-Reynolds number instability on a circular cylinder as well
as a buffeting aerofoil, results of which are not shown.

III. Moving towards frequency domain and global stability problem

First, we shortly present some results of nonlinear time-dependent simulations as reference to identify the
shock buffet onset using a conventional approach. Secondly, forced-response calculations of a two-dimensional
NACA0010 aerofoil are discussed as an analogy while quickly moving on to the half wing-body configuration
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(a) Time history (b) Power spectral density

Figure 2. Time history and corresponding power spectral density of lift coefficient around buffet onset.

trying to identify resonant behaviour which could indicate the presence of a lightly damped mode. Finally,
we investigate the extraction of eigenvalues for the three-dimensional configuration near the buffet onset to
discuss global linear stability, compare with the forced motion results, and analyse the observations for a
possible instability mechanism.

Nonlinear, time-dependent simulations

Following the steady-state simulations, Figure 2a shows time histories of the lift coefficient for the half wing-
body configuration just below buffet onset at 3.0 deg angle of attack and above at 3.1 deg. At the lower
angle of attack, using an imperfectly converged steady solution as initial disturbance, the unsteady response
quickly decays, while for the buffet condition the unsteady signal persists without additional excitation.
Decreasing the increment in angle of attack even further and running additional simulations not reported
herein, the buffet onset is found at about 3.03 deg.

Figure 2b compares the corresponding power spectral densities of the lift coefficient. For the angle of
attack just above the onset of self-sustained instability, a rather distinct peak can be observed at a Strouhal
number (based on the aerodynamic mean chord) of about 0.4, corresponding to 400 Hz. This frequency
can indeed be found by simply counting the buffet cycles in the time history. The signals, both below
and above the buffet onset, indicate in addition a stronger frequency content for Strouhal numbers between
about 0.1 and 0.8 corresponding to 100 and 800 Hz. This range should be kept in mind in the following
discussion. Interestingly, Strouhal numbers from 0.2 to 0.6 were recently reported for developed buffet on
three-dimensional wings.21

Time-linearised, forced-response calculations

For two-dimensional aerofoils, there is evidence that buffet can be treated as a linear stability problem,
i.e. the instability is linked to an unstable global mode. The eigenvalues of the fluid Jacobian matrix
change with respect to a bifurcation parameter, e.g. Mach number or angle of attack. One of the many
eigenvalues eventually crosses the imaginary axis and the flow becomes unstable.5–8 If an eigenvalue is close
to the imaginary axis (still stable however) and the flow is excited at the corresponding frequency, such as
a pitching motion, resonant behaviour can be observed in quantities such as aerodynamic derivatives. A
distinct peak is found in the frequency response function. The response peak is more and more pronounced,
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(a) lift magnitude (b) lift phase in deg

Figure 3. Frequency response of lift coefficient for NACA0010 aerofoil.

while the eigenvalue approaches the imaginary axis. It was shown for a BAC311 profile that the location
of the resonance peak is independent from the mode of excitation.22 Similar results were presented for a
NACA0012 aerofoil.23 The corresponding phase exhibits an inflection point at the resonance frequency in
addition to a change of sign.

Linearised frequency-domain methods can be applied as demonstrated for a NACA0010 aerofoil.24 The
linear system of equations arising from the linearised aerodynamics are very stiff near the buffet onset,
resulting in situations where the problem does not converged with standard solution methods. More advanced
solution techniques are hence required to converge the linear system at all frequencies. In Figure 3, an ILU-
preconditioned GMRES iterative solver was applied to the same test case and convergence was achieved
even close to the resonance frequency. At 3.0 deg angle of attack, the flow is attached and the frequency
response due to a quarter-chord pitching motion shows qualitively the same behaviour as predicted by linear
potential theory. The response function at an angle of attack of 5.0 deg, close to buffet onset, exhibits the
resonance peak in the magnitude as well as the inflection point in the phase, similar to the time-domain
results presented previously.24 It is interesting to note that the Strouhal number for the resonance peak is
at about 0.06 to 0.07, as recently reported in [21].

However, two levels of fill-in for the ILU factorisation as well as a relatively large number of Krylov
vectors are required to achieve convergence. This significantly increases the computational cost, and becomes
prohibitive for large three-dimensional cases as discussed in this work. While for small two-dimensional cases
such consideration can be overcome with a “bigger” computer, using even direct linear equation solvers, for
industry-relevant cases with many million grid points it exceeds the limits of common, currently available
computer clusters. An example is presented in Figure 4a showing the memory requirements of direct and
iterative linear solvers as a function of number of grid points. While the lower two data points obtained
for a direct solver are from two-dimensional cases using the SuperLU sparse direct solver library,25 the data
points for the three-dimensional configuration (actually an aerofoil extruded in spanwise direction) are taken
from [8]. The MUMPS library26 was employed in that work instead. The biggest reported case consisted
of about 300,000 grid points. The smallest grid available for the current buffet case has 2.7 million points.
Extrapolation of available data gives memory requirements three to four orders of magnitude higher than
an iterative solver with zero-fill-in ILU preconditioning. Of course, depending on the ordering strategy for
the lower-upper factorisation of the direct solver, the memory requirements can vary. The estimated 100 to
1000 TB of memory for a relatively small mesh is not feasible regardless. Alternative solution approaches
must be sought instead.
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(a) memory requirements of linear equation solvers
(b) performance of iterative solvers at 2.8 deg angle of
attack to achieve ten orders of magnitude convergence

Figure 4. Sparse direct and iterative linear solvers.

As outlined above in Sect. II, an advanced iterative linear equation solver, referred to as GCRO-DR, has
recently been implemented in DLR-TAU and tested for aeroelastic applications with linearised aerodynamics
arising from CFD.17 A standard GMRES solver is prone to stall for very stiff problems, which would results
in more levels of fill-in for ILU preconditioning and/or more Krylov vectors. In addition, iterative solvers
are usually restarted to limit the memory requirements aggravating the issue of stalling. The new solver
achieves faster convergence with less memory requirements as shown in Figure 4b presenting results for the
half wing-body configuration in pre-buffet at an angle of attack of 2.8 deg. The data points represent a
convergence of ten orders of magnitude for the time-linearised system following the calculation of a steady-
state solution. The advantages over standard GMRES are clearly visible. Significant computational savings
can be achieved.

Figure 5 presents magnitude and phase of the dynamic derivative of the lift coefficient following a fre-
quency sweep at four angles of attack. The system was excited using a synthetic flexible torsion mode, as
shown in Figure 1b. All simulations were run in about one to two hours on 72 cores while not exceeding
100 GB memory in total. Interestingly, the wing seems to exhibit similar behaviour to the aerofoil case
discussed above when moving from 2.0 deg to 2.9 deg angle of attack. For the higher angles of attack, a
rather distinct resonant peak is formed centred at a Strouhal number of about 0.11, while the aerodynamic
response leads the structural excitation in phase in the frequency range, where the magnitude approaches
its local maximum with increasing frequency. This behaviour could indicate the presence of a destabilising
global mode similar to the two-dimensional case. Increasing the angle of attack even further to 3.0 deg and
above, with the buffet onset being imminent, an unusual response behaviour at Strouhal numbers between
0.3 and 0.7, beyond the primary resonant peak, is observed. Slightly incrementing the angle of attack further
to 3.01 deg, it can be observed that the primary peak does not exhibit a high sensitivity, while the higher-
frequency behaviour seems to be strongly amplified. These results could indicate the presence of additional
destabilising modes.

To cross-check the frequency-domain predictions, a forced-response time-domain simulation was per-
formed as well at 3.0 deg angle of attack. The results together with the corresponding frequency-domain
data are presented in Figure 6. The system is excited with the same synthetic flexible mode using a skewed
pulse signal in the modal amplitude to cover the entire frequency range of interest at once. All required
detail of such pulse excitations can be found in [27]. The frequency-domain prediction is accurate compared
to the time-domain results confirming the above observations.
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(a) lift magnitude (b) lift phase in deg

Figure 5. Frequency response of lift coefficient due to flexible torsion mode.

(a) lift magnitude (b) lift phase in deg

Figure 6. Frequency response of lift coefficient due to flexible torsion mode and corresponding results from

pulse excitation at 3.0 deg angle of attack.

Several magnitude plots of the complex-valued unsteady surface pressure distribution are provided in
Figures 7 and 8. Results are shown for three angles of attack focusing on the two Strouhal numbers of 0.11
(first resonance peak) and 0.51 (dominant higher-frequency peak). The behaviour at the first resonance peak
shown in Figure 7 indicates an unsteady shock foot in a wider part along the span increasing in intensity
with increasing angle of attack. Downstream of the shock foot, lower-level unsteadiness can be observed as
well. The unsteady characteristics change in the higher-frequency region as presented in Figure 8. Here for
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(a) 2.9 deg (b) 3.0 deg (c) 3.01 deg

Figure 7. Magnitude of derivative of surface pressure coefficient at lower-frequency dominant peak with

Strouhal number of 0.11.

(a) 2.9 deg (b) 3.0 deg (c) 3.01 deg

Figure 8. Magnitude of derivative of surface pressure coefficient around higher-frequency peaks at Strouhal

number of 0.51.

the two higher angles of attack, the spanwise extent of the unsteady shock foot is reduced and concentrated
more towards the wing tip. In addition, a strong response is now also found downstream of the shock foot.
The distinct spatial pattern could indicate a different physical mechanism. Interestingly, the same region of
increased pressure perturbation found for the higher-frequency excitation is also observed in the statistics
of the unsteady time-domain data, corresponding to Figure 2, as given by the pressure standard deviation.
Finally, corresponding to a lack of resonant behaviour in the lift derivative in Figure 5, a distinct unsteadiness
is not observed for 2.9 deg angle of attack either. These observations are further analysed in the next section
focusing on eigensolutions.

A final point should be made when comparing the forced excitation with the time-dependent simulation
results shown in Figure 2. Specifically, while the interesting higher-frequency behaviour can also be observed
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(a) typical convergence behaviour of linear solvers (b) relation between inner and outer convergence

Figure 9. Convergence of inner-outer system at angle of attack of 3.0 deg and shift σ = 3.0i.

in the power spectral density of the lift coefficient at 3.0 deg angle of attack, the lower-frequency resonance
is not noticed. Different forms of excitation should be applied to make sure that all relevant frequencies
are covered. It could be that an initial disturbance based on an imperfectly converged steady solution does
only excite the higher-frequency phenomenon. This indeed would make sense when arguing that this higher-
frequency phenomenon kicks off the buffet instability, and is thus least damped and last to fully converge in
a steady simulation.

Eigenvalue calculations

To calculate few eigenvalues and corresponding eigenvectors, the implicitly restarted Arnoldi method using
the ARPACK library is applied. The shift and invert spectral transformation mode is required to calculate
eigenvalues close to a desired, user-defined, complex-valued shift. The methods we describe are able to
compute eigenvalues, for the first time in the authors’ knowledge, of a three-dimensional, industry-relevant
configuration in transonic turbulent flow. Indeed, we are able to extract eigenvalues around buffet onset
conditions for a problem of dimension 16.3 million. All simulations were run on 72 cores using the same
linear solver settings as for the forced-response calculations, while never exceeding a memory consumption of
125 GB in total (now including ARPACK’s data storage). We swept along the imaginary axis, using several
shifts consecutively, trying to identify eigenvalues approaching the axis. The increment in frequency shift
was chosen so that the search regions overlap to increase confidence in not missing eigenvalues.

While shift and invert methods are rather powerful, they require the solution of large sparse linear systems
of the general form

(J − σI)x = b (1)

with σ defining the shift and J as the fluid Jacobian matrix. We use an extension of the basic GCRO-DR
iterative solver, referred to as GCRO-DR-R, which enables recycling of the invariant Krylov subspace not
only during one linear solve, but also between consecutive solves (hence the final -R in the acronym). This is
particularly convenient when used in conjunction with ARPACK since the coefficient matrix stays constant
throughout, only depending on the applied fixed shift. Figure 9a shows typical convergence histories for
different linear solvers just below buffet onset. Standard GMRES fails with a reasonable number of Krylov
vectors, set 180 in this case to avoid excessive memory. The more advanced solver GCRO-DR with a Krylov
basis of 180 and 20 restart vectors converges quickly following modest initial stagnation. The most impressive
result is obtained using GCRO-DR-R which also recycles between solves with different right-hand sides. The
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(a) convergence of eigenvalue with respect to inner con-
vergence tolerance using shift σ = 3.0i

(b) relation between Rayleigh quotient error and outer
residual norm

Figure 10. Converged and non-converged eigenvalues at angle of attack of 3.0 deg.

rate of convergence immediately follows the asymptotic behaviour of the basic solver offering an additional
saving of factor 3. While the iterative solver is very robust, its performance depends on various factors
including angle of attack, chosen shift, etc..

Since we are applying iterative solution methods, in contrast to previous work applying sparse direct
solvers, the convergence behaviour of the inner-outer system needs to be investigated. The inner iteration
refers to the solution of the linear system of equations given in Eq. (1) for each outer iteration, which on
the other hand is given by a step of the implicitly restarted Arnoldi method. Figure 9b indicates a linear
relationship between the inner convergence tolerance and the outer residual norm. The norm of the outer
residual corresponds to the eigenvalue problem to be solved and is given by

‖Jφf − λφf‖ (2)

where φf is the eigenvector of the fluid equations of unit norm and λ is the corresponding eigenvalue. To
avoid the influence of the abort criterion in the implicitly restarted Arnoldi method, we simply set it to a
number below the inner convergence tolerance. This parameter can be fine-tuned in future studies.

The corresponding convergence behaviour of one eigenvalue close to the complex-valued shift σ = 3.0i is
illustrated in Figure 10a. A quick convergence with respect to the inner convergence tolerance is observed.
From an engineering point-of-view, not more than four to five order of magnitude inner convergence is
required to have an accurate eigenvalue estimate. To check the quality of the computed eigenpairs, an
additional criterion, besides the outer residual norm in Eq. (2), is applied.28, 29 The Rayleigh quotient error
is the absolute value of the difference between the eigenvalue returned from ARPACK and the eigenvalue
computed via the Rayleigh quotient from the corresponding eigenvector. It is given by the expression

|λ− φH
f Jφf | (3)

with superscript H indicating the conjugate transpose. Figure 10b presents all the eigenvalues, converged
and non-converged, at 3.0 deg angle of attack for an entire sweep along the imaginary axis. The upper cloud
of eigenvalues in the figure, located about two orders of magnitude above the converged bunch in terms of
Rayleigh quotient error, corresponds to reduced-frequency shifts below one. These shifts are closest to the
spectrum. As a remedy for such inconvenient numerical characteristics, shifts with positive damping are
applied instead to increase the distance to the spectrum. The simulations then converged neatly.
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(a) eigenspectrum at 2.9 deg angle of attack (b) eigenspectrum at 3.0 deg angle of attack

Figure 11. Eigenvalues of fluid Jacobian matrix on half wing-body configuration.

(a) lower frequency range (b) upper frequency range

Figure 12. Eigenvalues of fluid Jacobian matrix on half wing-body configuration - close up view.

Figures 11 and 12 present the computed eigenvalues showing, for reasons of consistency, the Strouhal
number over the eigenvalue’s real part. Note that there are millions of eigenvalues and the methods presented,
applying shifts along and close to the imaginary axis, are only capable to extract eigenvalues along the
outskirts of the spectrum. This however is the region of immediate interest from a global-stability point of
view. Moving the shift inside the spectrum to extract eigenvalues anywhere, while theoretically possible,
would spiral up the computational cost considerably with limited gain in physical understanding. An overview
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of a part of the eigenspectrum is shown in Figure 11 for angles of attack of 2.9 and 3.0 deg. It is observed
that for the higher angle of attack, a distinct group of eigenvalues with Strouhal numbers of about 0.3 to 0.7
emerges from the dense band to approach the imaginary axis. These distinct eigenvalues correspond to the
emergence of the unusual higher-frequency behaviour observed in Figure 5 for forced-response calculations.
Note that these solutions are properly converged following the criteria specified above. In particular, the
norm of the outer residual vector (with a dimension of about 16.3 million) in Eq. (2) has a value between
10−4 and 10−5 throughout. Figure 12 gives more detail providing a close up view in the two Strouhal number
regions of interest for angles of attack of 2.0, 2.9 and 3.0 deg. Additional simulation results are expected in
the lower-frequency range to potentially link the resonance behaviour found from forced excitation with a
destabilising global mode.

IV. Conclusions

The paper presents a numerical study of the flow over a representative half wing-body civil aircraft
configuration. The focus is on the prediction of the onset of the transonic shock buffet instability. The shock
buffet phenomenon involves transonic turbulent flow with strong unsteady shock waves and intermittent
boundary layer separation. First, a forced-motion, time-linearised analysis is performed by exciting the wing
structure using a sythetic torsion mode to investigate the frequency response behaviour of aerodynamic
coefficients while approaching the buffet onset angle of attack. Secondly, global stability analysis with three
inhomogeneous spatial directions is achieved on this realistic aircraft configuration with over 16 million
unknowns. Here the implicitly restarted Arnoldi method is applied, in conjunction with an advanced sparse
iterative linear equation solver and the industrial computational fluids dynamics package DLR-TAU, to
calculate eigenvalues of the fluid Jacobian matrix.

Forced-response calculations reveal two interesting characteristics while approaching the instability. At
lower frequencies results similar to forced-response calculations previously reported on two-dimensional aero-
foils are observed. A distinct resonance peak combined with a phase lead of the aerodynamic coefficient with
respect to the structural excitation is gradually formed when increasing the angle of attack. At higher
frequencies, typical for three-dimensional shock buffet, an as yet unreported frequency response is found
indicating the presence of destabilising global modes. The emergence of such destabilising global modes ap-
proaching the imaginary axis in the higher-frequency range is then confirmed by means of a global stability
analysis extracting eigenvalues at several angles of attack in pre-buffet.

The lower-frequency behaviour following forced excitation, which would indicate a mechanism similar to
buffet onset on aerofoils, has not yet been linked to the presence of a destabilising global mode. Further
simulation results are expected to provide more conclusive data. In addition, different forms of excitation,
besides a forced pitching structural motion, need to be analysed to understand why an imperfectly converged
steady-state solution, used as initial disturbance for a time-marching simulation, only shows clear responses
in the higher-frequency range.
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