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This paper presents a numerical study of transonic flow over a wing representative of a
large transport aircraft. Reynolds–averaged Navier–Stokes simulations are conducted on a
half wing-body configuration, with a Mach number close to cruise conditions and different
angles of attack. The flow physics are discussed with particular attention to the separated
zone induced by the shock wave. For small angles of attack, this zone is limited to the
vicinity of the shock foot, and steady simulations converge. With increasing angle of attack,
the separated region increases in size and begins to oscillate. This phenomenon, known as
transonic shock buffet, is characterised by shock motions on the outboard section of the
wing. In contrast to previous publications, three-dimensional shock buffet is reproduced
by such unsteady simulation, and much information can be extracted analysing frequency
content, location of unsteadiness and amplitude. The results provide an insight into the
mechanism which is responsible for the onset of the unsteadiness.

I. Introduction

At cruise condition, the flow around the wing of a typical passenger aircraft is characterised by the
presence of shock waves on the suction side of the profile. The result is the existence of high gradients,
which are the shocks themselves and the shear layers resulting from the interaction with the boundary
layers developing over a surface.1 This can have a significant influence on the aircraft and often leads to
undesirable effects such as loss of performance or structural damage.2 Considering the flow over a wing,
a strong interaction between the shock wave and the boundary layer may lead to significant separation.
The consequence is the occurrence of large scale unsteadiness such as high-amplitude self-sustained shock
movements, known as shock buffet, which arise for combinations of Mach number and angle of attack.3 This
phenomenon presents an industrial interest and has therefore been the subject of numerous studies in the
past.

Shock buffet is a phenomenon that can be observed both in two- and three-dimensional configurations,
from simple aerofoils to swept wings. In the particular two-dimensional case, the unsteadiness is characterised
by self-sustained harmonic shock motions, occurring at a Strouhal number of about 0.2. The shock motions
are often called low-frequency because they have much longer timescales than the unsteadiness associated
with the separated zone or the turbulence structures in the boundary layer or wake. The phenomenon has
been well documented in literature by means of experimental investigations4,5, 6 and numerical simulations.7,8

Inviscid-viscous coupling approach has been able to predict the buffet onset with a fair accuracy,9 while
unsteady Reynolds–averaged Navier–Stokes (URANS) simulations have successfully reproduced the shock
motions using various turbulence models.10,11,12 More recently, high-fidelity approaches based on hybrid
methods such as Zonal detached-eddy simulation (Zonal DES)13 or URANS/large-eddy simulation (LES)
coupling14 have thoroughly described the physics of the flow trying to link the peak frequency describing
the harmonic shock motions with a characteristic time scale of the interaction. From a more fundamental
point of view, stability analysis has shown a strong link between the appearance of shock unsteadiness and
the presence of an unstable global mode.15,16 A critical value of the angle of attack exists above which the
shock starts to oscillate and the onset can be described by a Hopf bifurcation.
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When considering more complex configurations, such as a wing representative of a large civil aircraft,
the literature is more limited both for experiments and numerical investigations. Moreover, in this case
the coupling between the flow unsteadiness and the structural response of the wing is an important factor
that can lead to aeroelastic resonances, even more than when considering simple aerofoils. The unsteady
behaviour presents some differences compared to the two-dimensional case17 and the literature does not agree
on the type of shock motions. Some authors have shown that the frequency spectrum has a distinct peak
representative of shock oscillations, which are independent of the structural response of the wing.18 Single-
peaked spectra have also been observed on wings with small or zero sweep angle.19 On the contrary, other
studies indicate that in three-dimensional configurations the shock movements are broadband.20,21 Looking
at the time history of those signals, it can be argued that some periodic motions can always be found, and
the large-band spectrum may be the result of numerical errors arising from a Fourier decomposition of a
short signal. This disagreement on the frequency content of shock motions can also be found in wind tunnel
tests. Some authors have reported very broadband spectra when measuring pressure fluctuations in the
vicinity of the separated zone,22 while some other studies have documented narrow peaks in the spectrum of
shock location.23 In experimental investigations of a flow over a half wing-body configuration, the pressure
fluctuations can not be separated from the aeroelastic behaviour of the wind tunnel model due to the strong
fluid-structure coupling.24

In the last decade, many numerical simulations have tried to describe the complex shock motions that
characterise the three-dimensional buffet on a complete wing. Reynolds–averaged Navier–Stokes approaches
indicated that the buffet onset can either be predicted by the presence of massive boundary layer separation25

or by the pressure rise at the trailing edge.26 Limited results have been produced by URANS approaches,27

probably due to the high cost of these computations. Some authors have reproduced the shock unsteadiness
using a Zonal DES approach and have argued that a URANS simulation is not adapted to reproduce the
complex phenomenon of three-dimensional buffet.28 A similar conclusion was drawn from the Aeroelastic
Prediction Workshop,29,30 where RANS models were shown to be insufficient for the correct physical mod-
elling of the shock-induced vibration on a flexible wing. From a different perspective, shock motions occur at
time scales that are much longer than those of the wall-bounded turbulence. Thus, a numerical simulation
solving RANS equations closed with a turbulence model is justified. In this respect, recent studies have both
presented the capability of URANS to simulate transonic tail buffet on a wing-body-tail model for a wide
range of angles of attack31 and reproduced the shock motions on simple three-dimensional configurations.19

This paper will discuss RANS and URANS simulations to analyse the flow around a half wing-body
configuration at transonic speed. In particular the present investigation is focused on the buffet unsteadiness,
its onset, and the flow condition that can cause the shock instability. The article proceeds in Section II with
an introduction of the numerical approach and the configuration considered. Section III will present the
main results of the steady-state solutions found by the RANS approach, while in Section IV we will discuss
the time-dependent results obtained with time-accurate simulations. The unsteady features of the flow are
presented in detail and compared with other studies. The conditions that determine the onset and the
characteristics of the unsteadiness are discussed in Section V, where the available methods from literature
for predicting the appearance of the instability are analysed. Section VI concludes the article by a summary
of the major findings.

II. Numerical Approach

A. Flow Solver

The simulations were performed using the unstructured finite volume solver TAU, developed by the German
Aerospace Center (DLR) and widely used in the European aerospace sector. The central scheme with scalar
dissipation was used for the convective fluxes of the mean flow equations, while a first order Roe scheme was
employed for the convective terms of the turbulence models. Gradients of the flow variables, used for the
diffusive terms and source terms, are reconstructed using the Green-Gauss theorem. For the steady-state
simulations a local time stepping and an implicit Backward Euler solver with an LU-SGS (Lower-Upper
Symmetric Gauss-Seidel) scheme are used. For time accurate computations the standard dual time stepping
approach is employed. Multigrid is not used in the current study.

Four turbulence models are considered, including the negative Spalart–Allmaras (SA),32 the k–ω model
with the Shear Stress Transport (SST) correction,33 a Linearised Explicit Algebraic k–ω (LEA)34 and an ex-
plicit algebraic Reynolds stress model in the form of Realizable Quadratic Eddy Viscosity Model (RQEVM).34
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Figure 1. Top, front and side view of RBC12 half wing-body configuration.

While SA and SST models are widely discussed in literature and industry, the LEA model and RQEVM
are not commonly implemented in production codes. The explicit algebraic Reynolds-stress models can be
regarded as generalised two-parameter models, which retain the predictive benefits of the second-moment
closure methodology, while numerical advantages of the Boussinesq-viscosity concept are conserved. The
Reynolds stresses are modelled using up to a quadratic terms in the RQEVM, while the LEA model is the
corresponding linear version. The main difference between the models is the prediction of the separated zone,
which, as discussed in the next sections, plays a central role in the onset of the buffet instability. Where
present, laminar regions close to the leading edge and nose of fuselage are obtained by limiting the turbulent
production inside the boundary layers.

B. Test Case

The chosen test case is a half wing-body configuration, shown in figure 1, representative of a large transport
aircraft. The model, referred to as RBC12, is a refurbishment of the B60 model studied in previous work to
investigate the effect of nacelle installation on an aircraft wing.35 The span of the model is 1.10 m, while the
aerodynamic mean chord (AMC) is about 0.279 m. The local chord lengths corresponding to the centreline
and wing tip are 0.592 m and 0.099 m, respectively. The wing is twisted, tapered and has a constant sweep
angle of 25 deg. The trailing edge thickness of the aerofoil varies between 0.2 and 0.8 mm, depending on the
span-wise location. Laminar to turbulent transition is imposed on the lower surface at about 5% of local
chord, while on the upper surface this is at about 10% outboard of the crank and at 15% inboard.

The flow conditions are imposed to reproduce the aerodynamic field related to wind tunnel tests. The
Mach number is 0.8 and the Reynolds number (based on the AMC) is 3.75 million. The reference temperature
is 266.5 K and the reference pressure is 66 kPa. Far-field conditions are imposed at a distance corresponding
to 25 times the span of the model (around 90 AMC). Symmetry boundary conditions were applied along
the centre plane. For each turbulence model 24 configurations are considered, where the imposed angle of
attack varies between 0.0 and 4.2 deg, with an increment of 0.1 deg close to onset conditions.

C. Grid

A family of three unstructured meshes produced using the Solar grid generator36 is investigated. The coarsest
mesh is composed of 2.7 million points (4.7 million elements), and a medium (8.1 million points, 17.4 million
elements) and fine mesh (21.9 million points, 56.4 million elements) are also considered to assess the grid
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(a) Coarse (b) Medium (c) Fine

Figure 2. Mesh spacing on wing surface for family of grids.

resolution dependency. The grid spacing on the wing is presented in figure 2. The refinement approach is
compatible with the strategy adopted in international workshops such as the Drag, High–Lift or Aeroelastic
Prediction Workshop.29

The meshing also follows the industry accepted guidelines. For instance, the initial spacing normal to
all viscous walls is less than y+ = 0.8 for the coarse mesh, while the growth rate of cell sizes in the viscous
layer is less than 1.3. The blunt trailing edge, which plays a central role in the buffet onset,26 is described
by 8 cells corresponding to a spacing of about 0.15% of the local chord. Concerning the span-wise mesh
distribution, a spacing of 0.5% and 0.1% of the span is imposed for the wing root and tip, respectively.
Altogether, the coarse grid consists of 12,000 prism, 71,000 pyramids, 2.4 million hexahedral and 2.3 million
tetrahedral elements.

III. Steady-State Simulations

In this section we discuss the steady-state solutions. For each configuration, the RANS equations are
solved using a Courant-Friedrichs-Lewy (CFL) number of 10. When considering finer grids and configurations
at high angle of attack, an initialisation with a smaller CFL number and a first-order upwind scheme for
the mean flow equations was needed. Multigrid acceleration is not used since a convergence study indicated
that, for the considered meshes, the single-grid method was more efficient overall.

A. Grid Convergence and Turbulence Models

Figure 3 presents the steady-state solutions obtained with the three available grids using the SA and SST
turbulence models. In figure 3a the evolution of the final density residual is plotted over the angle of attack.
When the incidence is smaller than 3.0 deg, the results present a good level of convergence. After this
threshold, the final residual rises and all cases fail to converge to the specified limit. The residuals reach
a plateau and further iterations do not reduce their values. In those cases the steady-state results are not
reliable and a URANS simulation should be considered instead to investigate the presence of unsteady flow
features. Looking at the SST turbulence model, presented in figure 3b, a similar behaviour is observed.

Figure 3c presents the drag polar for the SA turbulence model. The grid dependency is limited, and
different meshes predict the same forces even when the density residual indicated non-converged simulations.
Figure 3d shows that for the SST turbulence model the mesh spacing dependency is limited only for the
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(a) Density residual, SA turbulence model
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(d) Drag polar, SST turbulence model

Figure 3. Steady-state solutions obtained using different grids.
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Figure 4. Steady-state results obtained with different turbulence models using coarse grid.

cases where the angle of attack is small. Elsewhere, massive separated regions are not accurately predicted.
Overall the mesh dependency is satisfying and the coarse grid is considered the remainder of the study.

In analogy with the grid-convergence study, the steady-state solutions obtained with different turbulence
models at a given angle of attack are similar for small angles. As the angle of attack is increased, the separated
zone on the wing becomes larger and is predicted by each turbulence model differently. The evolution of the
lift coefficient with respect to the angle of attack is presented in figure 4a. A good agreement can be seen
between SA and RQEVM (except for the highest angle of attack) while the SST model predicts the largest
separation. For all cases, starting from 2.8 deg angle of attack, the lift coefficient is significantly diverging
from its linear trend, suggesting that the shock-induced separation is drastically increasing.

As presented in figure 4b, a non-converged simulation towards steady state indicates the presence of a
large separated zone, whereas a good convergence of the RANS equations suggests the absence of unsteady
phenomena. This is the case for angles up to 2.8 deg where all turbulence models converge and a URANS
simulation predicts steady flow as well. While producing a very similar lift coefficients, the SA model and
RQEVM present different level of convergence for moderate angles of attack between 3.0 and 3.6 deg. This
feature and its impact on the unsteady behaviour of the flow will be discussed in Section IV.
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(a) 2.7 deg angle of attack (b) 2.8 deg angle of attack

(c) 3.0 deg angle of attack (d) Onset condition: 3.1 deg angle of attack

Figure 5. Surface pressure distribution and region of separation using SA turbulence model.

B. Discussion of Results for Buffet Onset

Despite the difference in the critical angle of attack that determines the appearance of massive separation
and the onset of shock buffet, all the cases introduced so far present similar flow features. We focus now on
the results obtained with the SA turbulence model, which will also be discussed in detail in Section IV when
considering the URANS simulations.

A common method to predict the onset of unsteadiness is based on the presence of a large separated
zone downstream of the shock foot. Although many studies in two-dimensional configurations do not show
a clear link between buffeting flow and the topology of the flow separation,15,16 the instability onset is often
determined when the separated zone reaches the trailing edge and bursts.25 Figure 5 presents the pressure
distribution on the suction side of the wing for angles of attack just below and at buffet onset. In each plot,
a solid black line is superposed where the skin friction coefficient changes sign, indicating the location of the
separated zone. All configurations are compatible with the experimental results presented in Ref. [24]. On
the inboard section of the wing, the local Mach number is relatively small and the pressure jump caused by
the weak shock is smeared across the profile. When moving towards the wing tip, the pressure jump across
the shock wave is more pronounced. The shock foot moves upstream on the wing surface with increasing
angle of attack, and a shock-induced separation is then obtained when the local Mach number exceeds a
given threshold.

In all cases presented in figure 5, when the angle of attack is small the separated zone is visible only
outboard of the crank, and the reattachment line is on the wing surface. When increasing the angle of
attack, the recirculation zone moves towards the trailing edge and increases in size. Eventually, as depicted
in figure 5c for 3.0 deg angle of attack, the separated region in the wing tip vicinity extends from the shock
foot to the trailing edge, where the recirculation zone is causing a pressure drop. A URANS simulation
nevertheless indicates a steady flow. Shock buffet is observed once the angle of attack exceeds 3.1 deg, as
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Figure 6. Span-wise distribution of sectional lift coefficient for increasing angle of attack.

presented in figure 5d, where the separated zone is now split in different parts and most of it extends from
the shock foot to the trailing edge.

Another common method to predict the presence of unsteadiness and its position is to analyse the
distribution of the sectional lift coefficient along the span of the wing. For this purpose, the pressure
coefficient of each steady-state solution is extracted along 200 wing sections and the lift coefficient is then
computed considering the projection of the pressure coefficient in the direction normal to the free-stream
direction. The result is presented in figure 6, showing the sectional lift from the wing root to the wing tip.
The presence of the crank can be noticed by a small discontinuity at 42% of the span. Since the wing is
twisted, the positive washout is responsible for the decreasing lift coefficient while approaching the wing
tip. It is worth mentioning that for 2.0 deg angle of attack the highest lift-to-drag ratio is found using all
turbulence models.

Inboard of the crank and in its vicinity, the sectional lift coefficients in figure 6 keep increasing constantly
with the angle of attack. On the contrary, when focusing on the region close to the wing tip (at a span
location greater than 70%), the increase in sectional lift is visible only up to 3.0 deg for the SA and SST
turbulence model, and up to 3.6 deg for the LEA and RQEVM. Then the pressure loss due to the shock-
induced separated zone causes an abrupt drop in the sectional lift coefficient. As previously noticed, the SST
model predicts the largest separation, and thus the greatest pressure drop. A further increase in the angle of
attack is responsible for a wider decrease of the sectional lift coefficient, indicating that the separation moves
towards the fuselage. However, one should bare in mind that for those angles of attack the RANS simulation
does not converge, indicating the requirement of an unsteady approach. Despite the disagreement on the
angle of attack where large separations occur, results obtained with different turbulence models present a
similar span-wise location of the separated zone, and a link can be found between the abrupt sectional-lift
decrease and the appearance of unsteadiness.

IV. Unsteady Buffet Simulation

The RANS results described in the previous section are now used as a starting point for unsteady
computations. The time discretisation is switched to dual-time stepping and every time step is iterated until
a convergence criterion is reached. The total physical time simulated is 0.08 s for each case, corresponding
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Figure 7. Time history and PSD of lift coefficients using different time steps and 100 inner iteration.

to 10–20 buffet cycles. In every simulation, a transient part can be observed, where the flow builds up the
instability. Once the transient has passed, time histories of force and moment coefficients, as well as the
mean and standard deviation of all flow variables are recorded. The power spectral density of the signals is
then investigated in order to extract the frequency content of the unsteadiness.

A. Time Stepping and Grid Convergence

For an unsteady simulation, a time-step size has to be chosen appropriately depending on the time scale of the
flow unsteadiness. A good measure is the convective time defined by the AMC and reference velocity, which
for this case is around 10−3 s. The time step must be much smaller than this convective time, and a time-step
study has to be considered to investigate the dependency of the solution to the temporal discretisation.37

Thus, using the SST turbulence model and an angle of attack of 3.8 deg, a time-step convergence study has
been performed for the coarse grid. The time-step sizes considered are 10 µs, 5 µs, 2.5 µs and 1 µs, which
are between 100 to 1000 times smaller than the convective time. For each case, three simulations have been
performed, where the number of inner iterations per physical time step was fixed to 25, 50 and 100. Results
are only obtained when each buffet period is simulated with more than a certain number of total iterations.
This can be achieved either with a small time-step size and fewer inner iterations, or with a bigger time
step and more inner iterations. For instance, the computations converged with a time step of 2.5 µs and
25 inner iterations or with a time step of 10 µs and 100 inner iterations. The unsteady signals obtained,
presented in figure 7a only for the case with 100 inner iteration per time step, have a similar mean value and
amplitude, but different time history. During the initial transient, the time histories are similar but then
quickly diverge from each other. It seems that the imperfect convergence in dual time at each real time step
causes incremental solution differences to build up over a long unsteady signal. Further tests with 150, 200
and 250 inner iterations per real time step gave very similar results while shifting the point of divergence to
the right.

The frequency content of the shock motions is now discussed by analysing the power spectral density
(PSD) of the lift coefficient fluctuations obtained with different time steps and number of inner iterations,
presented in figure 7b. As pointed out in Ref. [38], numerical signals issued from CFD are often oversampled
and have a short duration. This can cause a problem since the spectrum definition is linked to the signal
length. The solution adopted to overcome this problem is the use of an autoregressive estimator,39 rather
than a traditional Fast Fourier Transform. In particular, following the steps outlined in Ref. [13], the
autoregressive PSD is computed using Burg’s (or maximum entropy) method.40 Each case is analysed using
a single window covering the total duration of the lift signal without the initial transient. The order of the
autoregressive model has been set to 2,000 after a parametric study.

When a solution is obtained, similar spectra can be observed when fixing the time step and changing the
number of inner iterations. For all simulations, with the exception for the case with a time step of 10 µs,
the dominant frequency is between 170 and 185 Hz. The time step required for physical modelling accuracy
is thus smaller than 5 µs. Since the convergence study has been carried out for a particular configuration
only, the time-step size chosen for all URANS simulations is 2 µs. This precaution has been taken to prevent
inaccuracy in case the buffet frequency is significantly higher for some angle of attack. This value is almost
three orders of magnitude smaller than the convective time.
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Figure 8. Histories of lift coefficients using different grids at 3.8 deg angle of attack.

Finally, it has to be considered that the shock-induced separated zone changes its size during a buffet
cycle, depending on the shock position. Instead of performing a fixed number of iterations per time step,
a Cauchy convergence criterion is applied. Hence, each time step is iterated until the drag coefficient in
the last 20 inner iterations shows a relative error smaller than 10−8. This criterion results in more inner
iterations when in presence of a massive separation and fewer when the flow is easily converged. When the
angle of attack is small, the separated zone has a limited extent and the flow converges quickly. In this case
a minimum of 40 inner iterations per time step is performed. A maximum of 100 inner iterations per time
step is imposed when the convergence criterion is not reached before.

As for the steady-state computations, the medium and fine meshes are here considered for grid con-
vergence. If refinement in the spatial discretisation is introduced, the temporal discretisation should be
adequately adjusted, since the fineness of the grid determines the flow features as much as the time scale.37

For those reasons, the physical time step for the medium and fine grids are chosen to be 1.5 µs and 1 µs,
respectively. The Cauchy criterion remains the same, while more inner iterations could be required to achieve
the same convergence level. Thus, the maximal number of inner iterations is increased to 150 for the medium
and to 200 for the fine grid.

Figure 8 shows histories of the lift coefficient at 3.8 deg angle of attack using the three meshes. For the
SST turbulence model in figure 8a the lift predicted by the steady-state simulation differs significantly when
comparing the three available grids. Then, after a small transient, the mean value of the lift coefficient for
the coarse and medium grids are similar. The amplitude of oscillations obtained with the fine grid are 5%
smaller than the others. Nevertheless, the frequency content of the unsteadiness seems to be similar among
the considered cases. For the SA turbulence model, depicted in figure 8b, the lift coefficient presents a fairly
smaller grid dependence. Both mean value and amplitudes of the unsteadiness are in good agreement, while
the frequency content of the signals does not change when considering different mesh spacing.

B. Discussion of Time-Accurate Results

A wide range of angles of attack is now considered for each of the turbulence models introduced in Section
III. The unsteady simulations are run for an initial period of 0.01 s, corresponding to the time needed for
the buffet phenomenon to become fully developed. Then, the computations are continued until the signals
reach 0.08 s, forces and moments are monitored, and the flow statistics are computed.

Figure 9 presents the time evolution of the lift coefficient, obtained with different turbulence models. It
can be seen that 0.01 s are sufficient for the flow to established the fully developed shock buffeting regime,
except for the LEA model and RQEVM at the maximum angle of attack considered. The lift coefficient does
not diverge significantly from the steady-state simulations, with the exception of the RQEVM at 4.2 deg
(figure 9d). This feature can be noticed in figure 4a, when comparing the lift coefficient predicted by the
steady-state simulations. This is due to an overestimated separated region in the non-converged RANS
simulation.

Figures 9a and 9b for the SST and SA turbulence models show an onset at 3.1 deg angle of attack.
Comparing results at the same angle of attack, the SST model predicts more intense shock excursions
compared to the SA model. The overall agreement is satisfying nevertheless. Not only do they predict the
same onset, but for low angles of attack they also show periodic shock motions, in contrast to the LEA model
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Figure 9. Lift coefficients for angles of attack presenting shock oscillations using URANS simulations.

and RQEVM. This feature will be discussed in more detail below, when analysing the frequency content of
the signals. Figures 9c and 9d were obtained with the LEA model and RQEVM. The two plots are similar
to each other, yet different from those previously discussed. The buffet onset is now predicted at 3.8 deg and
3.7 deg for the LEA model and RQEVM, respectively. The signals are not periodic, not even at the onset
conditions. However, when those two models predict unsteady shock motions, the lift coefficient compares
favourably with those obtained with SST and SA models. In particular, as noticed in the steady-state
simulations, a very good agreement can be observed between the SA turbulence model and RQEVM, both
in terms of mean values and shock amplitudes.

During the unsteady simulations the standard deviation of the fluctuating velocity and pressure are
computed. These quantities give access to the spatial distribution of the unsteady part of the flow. Figure 10
presents the pressure standard deviation σp, evaluated at the surface of the wing for four angles of attack
and the SA turbulence model. The plot has a logarithmic scale colour map. In all cases the shock foot in
the separated region is characterised by very high values of pressure fluctuations, up to 25% of the reference
pressure. The rest of the separated region, where the bulk of the unsteadiness is located, presents standard-
deviation values one order of magnitude smaller. This is true especially for small angles of attack, where both
the recirculation region and the unsteady pressure zone have a limited extent (see for comparison figure 5).
Then, the unsteady zones grows bigger and the centre of the unsteadiness moves towards the fuselage.

Figure 10a, showing the onset condition, is the only configuration where the unsteady zone is only limited
to the separated zone. The unsteady shock trace lays on a straight line, roughly parallel to the the trailing
edge. Then, from 3.2 deg angle of attack, presented in figure 10b, the shock is unsteady even where the
flow does not separate, and its trace first bends in figure 10c and eventually adopts a serpentine shape in
figure 10d. Figure 10c indicates that the whole shock foot is unsteady, regardless the presence of separation,
even inboard of the crank. A very similar shock-foot trace has been observed in previous studies on a
tapered and swept wing with a different plan form,21 and on a non-tapered swept configuration.19 Finally,
high standard deviations indicate the presence of unsteady flow even on the leading edge, especially close to
the wing tip. In figure 10d, for the highest angle of attack, the pressure is unsteady even on the fuselage.

The PSD results obtained as described when discussing the time-step convergence are presented for each
turbulence model in figure 11. For the SST model in figure 11a, the onset condition occurs at 3.1 deg angle
of attack with a very narrowband frequency, centred at 230 Hz. A first harmonic at 460 Hz is visible, but its
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(a) Onset condition: 3.1 deg angle of attack (b) 3.2 deg angle of attack

(c) 3.6 deg angle of attack (d) 4.2 deg angle of attack

Figure 10. Standard deviation of pressure using the SA turbulence model.

energy is one order of magnitude smaller. However, at 3.2 deg angle of attack, the fundamental frequency and
the first two harmonics present the same energy level, and their frequency remains almost unchanged from
the case at 3.1 deg angle of attack. The presence of these periodic motions can be noticed also in figure 9a.
When increasing the angle of attack, the lift signal presents greater shock motions and as a consequence the
peak in the PSD is more energetic. A further increase in the angle of attack is responsible for this peak
to move towards lower frequency and to become wider. The shock unsteadiness is now characterised by
non-periodic motions.

A similar behaviour can be observed in figure 11b for the SA turbulence model. At the lowest angle of
attack discussed, one single narrow peak is present. However, the spectrum indicates that the most energetic
frequency is around 490 Hz, close to the first harmonic for the SST turbulence model. At 3.2 deg angle
of attack, the PSD is similar to the SST turbulence model, with the first three peaks occurring at 220 Hz,
440 Hz and 660 Hz. As discussed before, those periodic motions can also be observed in figure 9b, and a
further increase in the angle of attack is associated with a spectrum richer in frequency content. Figures 11c
and 11d present the PSD obtained from results of the LEA model and RQEVM, respectively. In those cases
the onset of the unsteadiness is associated with a single peak around 300 Hz, having a broader frequency
content when compared to the two turbulence models discussed previously.

In conclusion the evolution of the lift coefficient at buffet onset conditions seems to be dominated by a
narrowband frequency content. The lift signal predicted by the SA and SST turbulence models not only
seems to be periodic, but is also characterised by a single-frequency harmonic motion. A similar result has
been found in Ref. [18], who observed a distinct frequency in unsteady aeroelastic computations of a wing in
transonic buffet conditions. Focusing on a configuration with 4.2 deg angle of attack, all turbulence models
agree on shock motions occurring at a broadband peak whose frequency content is around 100 to 300 Hz.
This corresponds, when scaled by a non-dimensional frequency given by the inverse of the convective time,
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Figure 11. Power Spectral Density of lift coefficient for various turbulence models.

to a Strouhal number of about 0.1 to 0.3. Overall, when focusing on angles of attack greater than 3.8 deg, all
turbulence models predict transonic buffet, characterised by non-periodic shock motions. This observation
is compatible with results obtained on a different configuration in Ref. [21] by means of Zonal DES. The
signals observed in the current study are however less rich in high-frequency fluctuations, probably due to
the lack of LES content in the URANS simulations.

V. Discussion on Buffet Mechanism

The high number of simulations considered in this study allows the creation of a database which, to the
authors’ knowledge, has not been documented in literature before. Previous studies were able to compare
flow conditions at different angles of attack only for two-dimensional cases. More realistic studies on half-
wing body configurations were limited to few angles of attack and often only one turbulence model. In this
section we will discuss the major findings of the study and try to answer to some of the open questions
concerning the buffet instability.

A. Prediction of Buffet Onset Using Steady Results

The results presented indicate that the shock motions in transonic flow around a wing-body configuration can
be described by URANS simulations. While high-fidelity approaches can improve the quality of the results,
the URANS approach is sufficient to describe the buffet phenomenon. However, even if less expensive
than higher-fidelity scale-resolving approaches, time-accurate simulations remain infeasible in a production
environment. Much effort has been invested in the past to predict the onset of the instability using steady-
state solutions.26,41

In this respect, Ref. [42] showed experimentally that the distinct slope change (or kink) in the lift curve
coincides with buffet onset as measured with a strain gauge on a two-dimensional aerofoil. When extending
this concept to the three-dimensional case, the link between lift coefficient predicted by the steady state
solutions and the unsteady behaviour of the separated zone is not straightforward. On the one hand, the lift
versus angle of attack curves presented in figure 4a clearly show a divergence to the linear trend when the
angle of attack is close to onset conditions. On the other hand, we observed a strong disagreement between
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the results stemming from the unsteady simulations for the SA model and RQEVM in figures 9b and 9d.
While the onset of the buffet instability is at 3.1 deg and 3.8 deg angle of attack, respectively, the two lift
curves depicted in figure 4a present the same trend. Thus, the simplified model would predict the same
onset. Other similar methods based on the presence of a kink in the lift vs moment curves have been applied
to a three dimensional case43 and have shown that buffet onset is accompanied by a sudden change in the
wing loads. This feature was not encountered in this study since the variation of forces and moments are
smooth for all the angles of attack considered.

Discussing the flow around a profile, Ref. [25] affirmed that buffet onset is determined by the Mach number
or incidence when the separated zone reaches the trailing edge and bursts. A more general picture was given
in Ref. [44], where the onset boundary was defined as a curve separating the attached and partially separated
regions from those totally separated. Considering a three-dimensional case, the comparison between figures 5
and 9b indicate that this method is not reliable. Even though the separated zone extends from the shock
foot to the trailing edge for angles of attack greater than 2.8 deg, unsteady motions are only observed beyond
3.1 deg. A similar behaviour is found for all turbulence models.

The latter method corresponds to the current results better than the first. The presence of a massively
separated zone can easily be noticed also form the sectional lift distribution presented in figure 6. The abrupt
drop in the sectional lift coefficient indicates that the separated zone induced by the shock has merged with
the separated zone at the trailing edge. In addition, this method can give an idea of the location of the
unsteady phenomenon, even if the link between steady state and unsteady result is not assured. In fact, the
RANS results predicting a massive separation often fail to converge, and hence the simulation should not be
trusted without considering a time-accurate simulation.

B. Characteristics of Flow Instability Using Unsteady Data

When considering unsteady simulations, much information on the buffet instability can be obtained. In
particular, the results presented in the previous section have shown some important features observed for
all considered case. First, the unsteady motions start at the wing tip and move towards the fuselage
with increasing angle of attack. Secondly, the shock motions have a frequency content that becomes more
broadband when increasing the angle of attack, and the most energetic frequency in the PSD decreases when
increasing the incidence. The consequence of those two phenomena is that the buffet onset is characterised
by shock motions significantly different from those observed when the instability is fully developed.

A common method used in literature to explain the shock oscillation frequency in a buffeting flow has
been provided in Ref. [45]. According to this method, the separation point generates a disturbance that
propagates downstream and interacts with the trailing edge of the aerofoil. The pressure waves generated by
this interaction then propagate upstream to the shock to feed the generation of the downstream-travelling
instability. In the proposed model, the period of the shock oscillation is proportional to the time needed by
a disturbance to propagate from the shock to the trailing edge and then back to the shock.

In the two-dimensional case the distance between the mean shock location and the trailing edge remains
roughly constant when increasing the incidence of the profile. Thus, following the model of Ref. [45], the
main frequency of the buffet remains constant. When considering the flow over a wing however, this feature
is not observed. The frequency of the unsteadiness changes with the angle of attack. This behaviour can
be explained by the observation that the shock unsteadiness moves towards the inner part of the wing,
as presented in figure 10, where the chord is longer because of the tapered wing plan. As a consequence,
the distance between the shock-foot mean position and the trailing edge increases as the angle of attack is
increased. The time needed for a perturbation to complete the buffet cycle is thus higher, giving a lower
frequency of unsteadiness.

The decrease of the main frequency is associated to a widening of the peak describing the shock motions,
as depicted by the PSD in figure 11. When increasing the angle of attack, shock motions occur in a larger
span-wise section of the wing involving a wider range of chord lengths. Then, the phenomenon can neither
be considered two-dimensional nor the unsteadiness periodical. In addition, once the unsteadiness is fully
developed, as shown in figure 10, the distance between the mean shock location and the leading edge is not
constant in the span-wise direction. This concept is in agreement with results obtained on an infinite-swept
configuration,19 where a two-dimensional nature of the buffet is observed when considering wings with small
sweep angles. Because of the symmetry of the wing and the shock-induced separation, the buffet instability
mechanism remains similar to the two-dimensional case, which is characterised mainly by chord-wise shock
oscillations.

13 of 16

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 F

ul
vi

o 
Sa

rt
or

 o
n 

Ja
nu

ar
y 

12
, 2

01
5 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

5-
19

39
 



Concerning the onset of the instability, the turbulence models considered do not agree on the topology of
the shock motions. The first two turbulence models predicted periodic oscillations characterised by a single
frequency, whilst the others indicated aperiodic motions. It can be argued that the onset of the instability
appears in a critical section of the wing. If a turbulence model predicts the buffet onset when the span-wise
extent of the separated zone is limited, the phenomenon can be considered two-dimensional and periodic
motions are observed. This is not the case for the LEA model and RQEVM, where the onset of the instability
occurs when the separation already covers a large part of the wing. Following again the model presented in
Ref. [45], the time needed for a perturbation to travel from the shock foot to the trailing edge and then back
will depend on the span-wise location of the perturbation. Since for those two models a wide range of chord
lengths are involved even at onset condition, the buffet period is not characterised by a single peak, but by
a broadband frequency content.

VI. Conclusions

The flow over a typical large transport aircraft at cruise conditions was analysed considering a half
wing-body model. It has been shown that steady-state solutions can give solid results only when the flow
does not present a large separated zone on the upper surface of the wing. Then, unsteady simulations have
to be considered. After spatial and temporal convergence have been assessed, the results clearly indicate
that URANS simulations are capable to predict, within the general limitations of RANS modelling, the
main features of the flow. When varying the angle of attack, all the considered turbulence models can give
information about the stationary shock-wave/boundary-layer interaction on the wing, the onset of buffet
unsteadiness, and the unsteady shock motions occurring in a transonic flow over a swept wing. The results
discussed present a step forward in the simulation of three-dimensional flow around a civil aircraft at cruise
conditions by means of a RANS approach.

When considering small angles of attack, the shock-induced separation has a limited size and the flow
is steady. Increasing the incidence, the separated zone close to the wing tip begins to oscillate. The shock
motions seem to be periodic, similarly to the unsteadiness found in two-dimensional aerofoils. However, as
demonstrated by the power spectral density of the unsteady lift coefficient, the frequency content is often not
limited to a single harmonic fluctuation. Overall, the mechanism responsible for the unsteadiness at onset
conditions remains similar to its two-dimensional nature. This feature, never observed in previous studies,
revealed a link between the results in two-dimensional cases and in more realistic configurations. Once the
instability is fully developed, the lift-coefficient fluctuations have greater amplitudes and their temporal
behaviour is not limited to periodic oscillations. The unsteady separated zone extends from the wing tip
to the crank and shock motions affect the whole wing. The power spectral density of the lift fluctuations
indicate that shock motions occur between 100 and 300 Hz and the main frequency content shift to lower
frequency values when increasing the angle of attack. This value is within the range of what is typically
reported for transonic buffet. A link between the wing sections where buffet occurs and its frequency has
been proposed.

In the current study, a single Mach number was considered representative of the flow at cruise conditions.
However, the flight envelope often presents more than one Mach number, and thus it will be interesting to
consider the same half wing-body configuration at different speeds. A future study will address the influence
of the free-stream Mach number in order to investigate how the buffet phenomenon in general, and the onset
in particular, are impacted by the change in the incoming flow properties.
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