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An implicit meshless scheme is developed for calculation of the Navier-Stokes equations. Spatial derivatives are approximated using a least squares method on clouds of points as opposed to cells used with conventional finite volume techniques. The resulting linear system of equations is solved using an iterative Krylov subspace method. Details such as the linear solver and construction of the Jacobian are discussed, and results which demonstrate the accuracy and efficiency of the scheme are presented for various steady and unsteady test cases. A new method of selecting the stencils from anisotropic point distributions, which are obtained from overlapping structured grids is outlined. The original connectivity and the concept of a resolving direction are used to help construct good quality stencils with limited user input that not only provide well conditioned least squares matrices, but will also capture accurately flow features such as boundary layers.

I. Introduction

To simulate unsteady flows associated with fixed wing aircraft using computational fluid dynamics (CFD) can be extremely difficult using conventional finite volume, multi-block methods. Cases with moving geometries require mesh deformations that are limited to those where the block topology is fixed. This rules out certain physical problems when the motion of the bodies is not known a-priori such as store release from a wing or cavity.

A large amount of research has been made in the last few years to try and remedy this problem. One such avenue of research is with the so called meshless method1, 2 in which clouds of points are used as opposed to conventional grids. These clouds are then used to solve the governing equations by performing a local least squares function approximation in these clouds to find the derivatives of the partial differential equation. Least squares methods already see wide use in traditional CFD methods, often as a means of reconstructing higher order variables in finite volume schemes.3 The meshless solver is effectively an extension of this in that we use least squares to directly compute the entire flux derivatives. Cells are not used at all and so many of the difficulties associated with grid generation are avoided. The use of a method that does not require successive remeshings can dramatically simplify the modelling of the class of problems outlined above and thus require reduced man-hours.

Point collocation methods are generally preferred in CFD and there are many examples of such meshless solvers in the literature.4–8 Most of these use explicit methods to solve the resultant system of equations. Meshless implicit schemes are much rarer in the literature, but those presented include Sridar and Balakrishnana9 with flux approximations made using the Taylor series, and Chen and Shu10 who use radial basis functions. Both of these schemes use a lower-upper symmetric Gauss-Siedel (LU-SGS) method. This work presents an implicit method with a preconditioned Krylov subspace solver with approximate Jacobians, with polynomial basis functions used for the flux approximations. The formulation of the meshless and implicit schemes are outlined in 2D in sections II and III respectively, generalisation to 3D is straightforward. Results are presented in section IV that show the accuracy and efficiency of the method.
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One of the major points of discussion for meshless methods is how to obtain the points and construct the stencils for the use of the solver. Point generation schemes have been proposed, which will make it possible to completely harness the advantages of using a meshless solver. Another way is to obtain the point distributions from meshes. This may seem contradictory, though the effort required to generate the points is low as it is possible to use relatively simple meshes for several components within the domain and overlap them. The solver does not see the cells, only the points that make them up. This is the method used in this paper. Structured grid points are preferred due to their ability to capture high gradient flow effectively.

Despite its importance, the problem of appropriate stencil selection is unfortunately one that has not been addressed a great deal in the literature. The construction of the local clouds is not trivial, and although some papers have been published on this subject, there is yet to be a fully robust, efficient method for choosing the best stencils from any point distributions. This problem is avoided completely for unsteady calculations in, in which an aerofoil is allowed to pitch and plunge within a fixed domain. A fast dynamic cloud method based on a Delaunay graph mapping is proposed, in which the structure of the meshless clouds are not necessarily changed due to the mapping used when the points move. This means that stencil selection is not required at each time step. Hybrid schemes also largely avoid this problem (at least in the majority of the domain) by using a combination of finite volume and meshless solvers together in the same calculation. This means that body fitted grids can be created and linked together using a meshless technique or meshless solvers can be used on the boundary while the rest of the domain is discretised with a finite volume technique.

Of the papers that address the issue of selection directly, a quadrant procedure (in 2D) is described in in which the closest points in each quadrant around a given point are chosen for the stencil. This is an improvement on a very simple nearest neighbour approach. There is also a method presented by Löhner, in which we start with a global cloud of points and an initial connectivity on the boundaries, and create stencils using a Delaunay triangulation technique. Kamruzzaman uses a search algorithm and a Gauss-Jordan pivoting method on a set of points to select the best points so that the delta property is fulfilled. This means that the consistency conditions and the partition of unity will be satisfied, though it means that the number of points in the stencil will always be equal to the number of unknown coefficients in the function to be approximated. Seibold presented an approach which produces positive stencils for the laplace operator. This leads to an M-matrix structure of the system matrix. However there are necessary assumptions on the point clouds that are made to ensure that positive stencils always exist.

The selection methods outlined above all start with no original point connectivity except on the boundaries. However, reference uses an intermediate approach to generate full connectivity from some limited connectivity. In this case it is a semi mesh, which is a set of lines eminating from the boundary surfaces. We propose a method that uses the original connectivity of structured grids as an aid to selecting the meshless stencils when these grids are made to overlap. As the point distributions can be anisotropic in some regions of the domain and not others, there are no assumptions made about the distribution of the points. The grid connectivity is used, so the scheme can be defined as semi-meshless. However, the stencil selection and meshless computations are global. The development of this method is outlined in section V and some simple test cases that use this method are presented in section VI. The solver and stencil selection schemes outlined in this paper form part of a combined code under development at the University of Liverpool called Parallel MeshLess (PML).

### II. Spatial discretisation

#### II.A. Overview of the meshless method

An open bounded domain \( \Omega \in \mathbb{R}^D \) is discretised by a set of \( N \) points, which can be distributed randomly throughout \( \Omega \). To each point \( x_i, i = 1, \ldots, N \) we assign a subdomain (which is often called a stencil or cloud) \( \Omega_i \), which contains \( x_i \) often called the “star point” of the subdomain and a set of \( (n-1) \) neighbouring points, which we label \( j \). One may use all available data points, but for the purpose of efficiency it is reasonable to select some small subset of data points in the neighbourhood of \( i \) so that \( \sum_{i=1}^{N} \Omega_i \) represents a covering of \( \Omega \). The subdomains must overlap so that the domain is properly linked together, otherwise discontinuities may occur where there is not sufficient overlap. Unfortunately, this idea of sufficient overlap is not easily quantifiable. Assuming that we are given data \( \{(x_i, \phi(x_i))|i=1\ldots N\subset \mathbb{R}^D\} \) at each of these point data sites, where \( \phi \) is some (smooth) function, we seek a local discretised or approximation solution \( \hat{\phi} \) of the function \( \phi \) within
Ωᵢ. The choice of space of \( \hat{\phi} \) is a vector space \( V \) with simple basis. There are \( m \) basis functions, which we use to approximate the function \( \phi \) using a linear combination of these basis functions represented by

\[
\hat{\phi}_i(x_j) = \sum_{k=1}^{m} p(x_j)_k \alpha_k = p^T \alpha \quad \forall x_j \in \Omega_i
\]  

(1)

where \( p \) is the vector of base monomials at each point \( j \) within the subdomain, so for example in 2D

\[
p(x_j) = \{1, x_j, y_j\}^T \quad \text{for } m = 3 \text{ (linear approximation)}
\]

\[
p(x_j) = \{1, x_j, y_j, x_j^2, x_j y_j, y_j^2\}^T \quad \text{for } m = 6 \text{ (quadratic approximation)}
\]

and \( \alpha \) is the local vector of coefficients that must be determined

\[
\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_m\}^T
\]

Hence for each subdomain, we must solve the following linear system of \( n \) equations for \( \alpha \)

\[
\hat{\phi}_{(n \times 1)} = X_{(n \times m)} \alpha_{(m \times 1)}
\]  

(2)

where \( X \) is formed from the vectors of base monomials

\[
X = \{p(x_1), p(x_2), \ldots, p(x_n)\}^T
\]

For more accurate results, each of the equations within the system can be weighted so that the least squares approximation is enhanced in a region of the vicinity of the star point. This means that points further from the star point have less influence on the approximation than those that are closer. In this work a normalised Gaussian function is used.

As one point within the subdomain can belong to several other overlapping subdomains, then each of these subdomains can yield different coefficients for the same point. To prevent this, the approximate function \( \hat{\phi} \) within \( \Omega_i \) is valid only at the star point. This will also mean that the required consistency conditions will be satisfied. The function that best approximates the exact vales at the data sites within the stencil of the star, will be that for which the residual

\[
r = \phi - \hat{\phi}
\]

is a minimum. Provided the system is overdetermined (i.e. \( n > m \)) then we can define the “best” solution for the star within the cloud as the one for which the residual measured in the L2 norm is a minimum, this leads to solving the least squares problem

\[
X^T X \alpha = X^T \phi
\]  

(3)

the solution of which gives us the coefficients \( \alpha \) to be determined to approximate \( \hat{\phi}_i \) at the star. From Eq. (1), this can be written

\[
\hat{\phi}_i(x_i) = p_i^T(x_i) \alpha = p_i^T(x_i)(X^T X)^{-1} X^T \phi = N_i(x_i) \phi
\]  

(4)

where \( N_i \) is a \((1 \times n)\) vector called the shape function of point \( x_i \in \Omega_i \), this is unique for each star point within each subdomain \( \Omega_i \subset \Omega \) and is dependent on the location of each point within the subdomain. The shape function is of fundamental importance in the meshless method, it is written explicitly as

\[
N_i = p^T(X^T X)^{-1} X^T = p^T(A^{-1} B)^{(1 \times m)(m \times n)}
\]  

(5)

It can be shown that \( N_i \) is a partition of unity function, which allows us to patch together the approximate functions \( \hat{\phi} \) found within each subdomain locally, to give a global solution. The partition of unity means that any function of order \( k \) in the basis complete in the polynomials of order \( k \) can be reproduced exactly. In the literature this is referred to as the “consistency” of the approximation. For example, if the basis is
linear then the shape functions will satisfy linear consistency, without this we would not be able to form a global approximation within the entire domain $\Omega$.

To use the meshless method to solve a partial differential equation in the form of a conservation law, it is clear that we are actually more interested in the derivatives of the functions. For each star point $x_i \in \Omega$ we can write the following approximation for $\phi$ using the Einstein summation notation (so sum over $j$, here $i$ remains a label) and Eq. (4)

$$\hat{\phi}_i = \phi(x_i) = N_{(i)j} \phi_j$$

So in terms of the shape function, the partial derivatives of $\hat{\phi}$ with respect to $x$ can be obtained using the product rule directly from the approximation

$$\frac{\partial \hat{\phi}_i}{\partial x} = \frac{\partial}{\partial x} (N_{(i)j} \phi_j)$$

$$= \frac{\partial}{\partial x} \{N_{(i)j}\} \phi_j$$

$$= \frac{\partial}{\partial x} \{p_k (A^{-1}B)_{kj}\} \phi_j + \{p_k \frac{\partial}{\partial x} \{(A^{-1}B)_{kj}\} \phi_j\}$$

$$\approx \frac{\partial}{\partial x} \{p_k \} \{(A^{-1}B)_{kj}\} \phi_j$$

$$= (A^{-1}B)_{2j} \phi_j$$

$$= b_{(i)j} \phi_j$$

(6)

where $b_i$ represents the $(1 \times n)$ shape function derivatives of $x_i$, with the sum taken over the components $j$. The derivative with respect to $y$ follows in the same way. Note that we have simplified the approximation and computational cost considerably by assuming that the matrices $A$ and $B$ are constant in $\Omega$. This distinguishes the method from the moving least squares (MLS) approach and is often called the fixed least squares (FLS) approach.\(^5\)

Equation (6) can be found relatively cheaply using Cholesky decomposition, which exploits the symmetric, positive-definite property of the least squares matrix $X^T X$. The problem is that the columns forming $X$ may not be linearly independent and so the matrix may be singular.\(^23\) This can be the case if the points are taken from an area of the grid designed to capture flow in the boundary layer. The weights reduce the influence of points within the stencil that are further away from the star point, so for a highly directional stencil, this can make the influence of many of the points negligible. This can often lead to an approximation equivalent to $n < m$, with the remaining points lying in a straight line, resulting in a singular least squares matrix. We can help resolve this by mapping the stencil distribution to a computational domain, finding the shape function derivatives and then mapping back to the physical domain. The computational domain is obtained by normalising the cloud so that the star point is located at the origin. We then measure the distance between the star points and each of its neighbours (located at $x'$) along the $x$ and $y$ axes and store the largest values. These are denoted $R_x$ and $R_y$ respectively.

We then measure the distance between the star points and each of its neighbours (located at $x'$) along the $x$ and $y$ axes and store the largest values. These are denoted $R_x$ and $R_y$ respectively.

The coordinates within the stencil are then normalised such that

$$\xi = \frac{x'}{R_x} \quad \eta = \frac{y'}{R_y}$$

This improves the accuracy of the procedure near the star point. Once Eq. (4) has been computed, we map the shape function derivatives back to the physical domain. As well as the mapping, it can be further desirable (but more expensive) to compute the shape function using singular value decomposition (SVD) to solve the least squares problem. This method allows us to automatically find and correct the ill-conditioned components of the approximation.

As the shape function derivatives are dependent only on the relative position of the points, then if the geometry of the points remains the same (i.e. for stationary problems), then as the weights and shape functions depend purely on the position of the points, it is sufficient to calculate Eq. (6) once and store the values in data structures to reduce the computational costs.
II.B. Evaluating the inviscid flux

The Euler equations are a simplification of the full Navier-Stokes equations, formed by removing the viscous terms. They are a set of hyperbolic conservation laws, which can be written in two dimensions in conservative form and Cartesian coordinates as

$$\frac{\partial \mathbf{w}}{\partial t} + \frac{\partial \mathbf{f}(\mathbf{w})}{\partial x} + \frac{\partial \mathbf{g}(\mathbf{w})}{\partial y} = 0$$  \hfill (7)$$

where \(\mathbf{w}\) denotes the vector of conserved variables, which is to be determined, and \(\mathbf{f}\) and \(\mathbf{g}\) are the inviscid flux vectors. To solve this system using the meshless method, we write Eq. (7) for each local subdomain \(i\) in semi-discrete form using Eq. (6) to approximate the spatial flux derivatives

$$\frac{\partial \mathbf{w}_i}{\partial t} = -\sum_{j \in \Omega_i} b_{ij} \mathbf{f}_j - \sum_{j \in \Omega_i} c_{ij} \mathbf{g}_j$$

This form of the discretisation is centred and as such is unstable for use with hyperbolic partial differential equations for which information propagates along characteristics in certain definite directions. Stability is obtained if we use an upwind scheme for the flux functions defined half way between the star point \(i\) and the neighbouring point \(j\) (analogous to the dual cell in a finite volume scheme) at \(j - \frac{1}{2}\), this leads to an equivalent semi-discrete expression

$$\frac{\partial \mathbf{w}_i}{\partial t} = -\sum_{j \in \Omega_i} b_{ij} \mathbf{f}_{j - \frac{1}{2}} - \sum_{j \in \Omega_i} c_{ij} \mathbf{g}_{j - \frac{1}{2}}$$ \hfill (8)$$

As opposed to computing the flux at \(i\) and \(j\) directly, the computation at the location half way across the edge can be seen as an interface between the (approximated as constant) flux values at \(i\) and those at \(j\). To calculate the flux is thus a Riemann problem for which the left hand state is always the star point \(i\) and the right hand state is always the neighbouring point \(j\). In this work the Riemann problem is solved approximately using Roe’s method with an appropriate entropy correction, for which the mid-point flux is written.

$$\mathbf{f}_{j - \frac{1}{2}} = \frac{1}{2}(\mathbf{f}(\mathbf{p}_L) + \mathbf{f}(\mathbf{p}_R)) - \frac{1}{2} \left| \hat{A}(\mathbf{p}_L, \mathbf{p}_R) \right| (\mathbf{p}_R - \mathbf{p}_L)$$ \hfill (9)$$

where \(\hat{A}\) is the Roe averaged Jacobian, and \(\mathbf{p}_L\) and \(\mathbf{p}_R\) are the vectors of primitive variables at the left and right hand sides of the interface at the half way point. For a first order scheme, these states are simply the values of the flow variables located at the star and neighbouring points

$$\mathbf{p}_L = \mathbf{p}_i$$

$$\mathbf{p}_R = \mathbf{p}_j$$

Thus the number of points that the flux depends on (denoted \(\mathcal{M}(i)\)) is simply the number of points that make up the stencil, so \(\mathcal{M}(i) = n_i\). Practical engineering calculations however generally require at least second order spatial accuracy, which is achieved in a method used with unstructured finite volume codes. Here the left and right states of the Riemann problem are obtained by extrapolating the values at \(i\) and \(j\) based on a reconstructed gradient

$$\mathbf{p}_L = \mathbf{p}_i + \psi_{ij} \cdot \nabla \mathbf{p}_i$$

$$\mathbf{p}_R = \mathbf{p}_j - \psi_{ij} \cdot \nabla \mathbf{p}_j$$ \hfill (10)$$

where \(\psi_{ij} = \frac{1}{2}(\mathbf{x}_j - \mathbf{x}_i)\) is the vector formed half way between the star and neighbouring point. As a result, the flux now depends on the stencils of the neighbouring points as well (as they form \(\nabla \mathbf{p}_j\)), in other words \(\mathcal{M}(i) > n_i\). With second order schemes like this we have the problem that near discontinuities, spurious non-monotonicity (oscillations) appear. To counter this, we use flux limiters \(\psi_i\) and \(\psi_j\), which bound the reconstructed function of each flow variable between the extreme values within the stencil, by reducing the scheme to first order whenever these oscillation may occur. Many limiters are available in the literature, but the one used in this work is the Barth and Jespersen limiter, which is commonly used for unstructured grids.
II.C. Evaluating the viscous flux

The full Navier-Stokes equations require the addition of the viscous fluxes to the Euler equations. Thus Eq. (7) is modified to

$$\frac{\partial \mathbf{w}}{\partial t} + \frac{\partial}{\partial x}(\mathbf{f} - \mathbf{f}^v) + \frac{\partial}{\partial y}(\mathbf{g} - \mathbf{g}^v) = 0$$  \hspace{1cm} (11)

where \(\mathbf{f}^v\) and \(\mathbf{g}^v\) are the non-dimensionalised viscous fluxes in the \(x\) and \(y\) directions. In some respects the discretisation of the viscous terms is not as problematic as the inviscid terms as they are parabolic in nature and so do not require any upwinding. Instead, a variation on the central difference scheme is sufficient for these terms. However the viscous fluxes contain not just the flow quantities but also the derivatives of the flow quantities.

The method advocated by Batina\(^4\) is used to deal with this, in which the gradients at the stencil points are used directly in the least squares flux derivatives. Thus the central differencing of the gradients at \(i\) and \(j\) gives the midpoint gradient

$$(\nabla \phi)_{ij} = \frac{1}{2}(\nabla \phi_i + \nabla \phi_j)$$

The advantage of this method is that the same shape function derivatives as in Eq. (8) are used. The disadvantage is that it does not suppress odd-even node decoupling. To overcome this the derivative quantities that appear in the viscous flux can be constructed using a modified gradient\(^28\) defined as

$$(\nabla \phi)_{ij} = \frac{1}{2}(\nabla \phi_i + \nabla \phi_j) - \frac{1}{2} [\nabla \phi_i + \nabla \phi_j] \cdot \frac{\mathbf{l}_{ij}}{|\mathbf{l}_{ij}|}$$

where \(\mathbf{l}_{ij}\) is the vector joining points \(i\) and \(j\). The flux derivatives of these midpoint terms are then found by using the same shape functions evaluated half way between \(i\) and \(j\) for the inviscid flux. In other words, the full meshless discretisation of Eq. (11) is given by

$$\frac{\partial \mathbf{w}_j}{\partial t} = - \sum_{j \in \Omega} b_{ij} (\mathbf{f}_j - \mathbf{f}_j^v) - \sum_{j \in \Omega} c_{ij} (\mathbf{g}_j - \mathbf{g}_j^v)$$  \hspace{1cm} (12)

which is the system of linear equations, that is solved in section III.

II.D. Boundary conditions

The points that form the boundary \(\partial \Omega\) make up a set of elements that provide a covering such that the domain \(\Omega\) is bounded. In 2D the elements are line segments made up of two points, while in 3D they can be either triangles or quadrilaterals, made up of three and four points respectively. The points that make up each element \(i\) form the set \(\mathcal{B}(i)\). In addition, the interior points that are common to all of the stencils of \(\mathcal{B}(i)\) make up the set \(\mathcal{C}(i)\).

Halo points located outside the domain are used to impose boundary conditions on each of these elements and thus provide the required behaviour on the boundary itself. There is one halo per element, the location of which is such that the halo point lies along the inward normal of the element from its centre. The distance from the centre is determined by the normal distances between the element centre and the points of \(\mathcal{C}(i)\). Far field conditions are enforced by setting the halo point \(h\) to freestream values. This treatment assumes that the boundary is located far enough to allow the flow to return to far field conditions.

For the Euler equations, we enforce the slip condition on solid wall boundaries. For unsteady simulations with moving surfaces, this means that the values at the halo point are set such that the velocity of the wall is equal to the flow velocity normal to the boundary. That is

$$u_i n_x + v_i n_y = \hat{x} n_x + \hat{y} n_y$$

where \(n_x\) and \(n_y\) are the outer normals of the boundary element and the cartesian wall velocity components are represented by \(\hat{x}\) and \(\hat{y}\). The flow variables \(u_i\) used are obtained by taking the average of the values at the points within the set \(\mathcal{C}(i)\).

This boundary condition is imposed by using a negative normal velocity component of \(u_i\) at the halo point, which will cancel out those of \(\mathcal{C}(i)\). The normal and tangential components of \(u_i\) are obtained by a simple rotation

$$\begin{pmatrix} u_t \\ u_n \end{pmatrix} = \begin{pmatrix} n_y & -n_x \\ n_x & n_y \end{pmatrix} \begin{pmatrix} u_i \\ v_i \end{pmatrix}$$
Then the normal components are negated, and the resultant values are rotated back and added to the wall velocities to give the halo point values

\[
\begin{pmatrix}
u_h \\
v_h
\end{pmatrix} = \begin{pmatrix} n_y & n_x \\ -n_x & n_y \end{pmatrix} \begin{pmatrix} u_t \\ -u_n \end{pmatrix} + \begin{pmatrix} n_x & 0 \\ 0 & n_y \end{pmatrix} \begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix}
\]

The density and pressure halo values are defined as the average of the values of the points in \( C(i) \), so

\[
\begin{align*}
\rho_h &= \rho_i \\
p_h &= p_i
\end{align*}
\]

this is equivalent to zeroth order extrapolation.

The Navier Stokes equations include viscous terms, which contain second order derivatives. As a result, we must increase the number of boundary conditions so that the equations remain well posed. For viscous flow we therefore impose the additional condition that the tangential velocity on the boundary wall is zero, this is the no slip condition, which means that

\[
u_i = \dot{x}n_x + \dot{y}n_y
\]
on the solid walls for unsteady calculations. This boundary condition is imposed by setting the velocity values at the halo point for the element \( i \) to be of the opposite sign to that of the average of \( C(i) \). The pressure and density at the ghost points are determined by the same zeroth order extrapolation of the values as for the slip condition.

Now that each halo for its corresponding element \( i \) has the appropriate flow values, we add it to the stencils of each of the points belonging to \( B(i) \). The use of halo points (in the same way as the use of the ghost points used in \( 29 \)) is advantageous in that it actually improves the quality of the stencils on the boundaries. They ensure that there will then be points in all directions and thus the conditioning of the least squares matrix improves dramatically.

### III. Temporal Discretisation

#### III.A. Time integration

The meshless method is used in the spatial discretisation to find the flux derivatives, which form the residual vector consisting of the right hand side of Eqs. (8) and (12). Its definition provides us with a set of global differential equations to solve

\[
\frac{dw}{dt} = -R(w)
\]

the sign of the definition of the residual is convention in CFD. To solve this system we need to perform an integration with respect to time. Most meshless codes in the literature use explicit methods (with appropriate convergence accelerators) to solve Eq. (13), in which the residual is calculated at the current time step \( n \), to be solved for the vector \( w \) at time \( n + 1 \). However in this work we use a fully implicit time discretisation, which is described in this section.

#### III.B. Implicit methods

The main advantage of an implicit method is that the time step can be chosen for time accuracy without worrying about numerical stability restrictions. Implicit methods are characterised by the residual being evaluated at the unknown, new time level, creating a system of non-linear algebraic equations to be solved, so Eq. (13) becomes

\[
\frac{dw}{dt} = -R(w^{n+1})
\]

where the superscript \( n + 1 \) denotes the time level \( (n + 1)\Delta \tau \) in pseudo time. There are in general two methods that can be used to solve this system:

* Solve at each step using a non-linear sub-iteration
• Choose some linearisation of $R$ and reduce the non-linear system to a linear algebraic equation

The former method can be seen used with meshless solvers in\textsuperscript{14,30,31} In this work, the latter method is used in which we linearise the global residual vector $R$ in pseudo time $\tau$ such that:

$$
R(w^{n+1}) = R(w^n) + \frac{\partial R(w^n)}{\partial \tau} \Delta \tau^n + O(\Delta \tau^2) \\
= R(w^n) + \frac{\partial R(w^n)}{\partial p} \frac{\partial p^n}{\partial \tau} \Delta \tau^n + O(\Delta \tau^2) \\
= R(w^n) + \frac{\partial R(w^n)}{\partial p} \Delta p^n + O(\Delta \tau^2)
$$

where $p$ is the vector of primitive variables, $\Delta p^n = p^{n+1} - p^n$ and $\frac{\partial R}{\partial p}(w^n)$ is the Jacobian matrix with respect to the primitive variables at each point. The reason for choosing the Jacobian to be with respect to primitive variables is to make the differentiation simpler. Hence in addition to constructing the discrete residual vector of the scheme $R$, the Jacobian matrix of the discrete residual is required for this method. There are three choices that need to be made in how an implicit method is classified:

- Temporal discretisation formula (time derivative approximation)
- The approximation (if any) to the Jacobian of $R$
- The method of solving the linear system and to what accuracy

Each of these choices will be addressed in this section.

III.C. The time derivative and choice of solution method

The time derivative in Eq. (14) can be discretised with a simple backward differential operator. For time independent calculations for which the convergence is to steady state, the solution is independent of the choice of temporal discretisation and so the simplest, first order option is taken. Using this option in pseudo time and performing the linearisation outlined above, we obtain the approximate local system

$$
\frac{\Delta w^n}{\Delta \tau} = - \left( R(w^n) + \frac{\partial R}{\partial p} \Delta p^n \right) \\
\frac{\Delta w^n}{\Delta \tau} + \frac{\partial R}{\partial p} \Delta p^n = -R(w^n) \\
\left( \frac{1}{\Delta \tau} \frac{\partial w}{\partial p} + \frac{\partial R}{\partial p} \right) \Delta p^n = -R(w^n)
$$

(15)

where $\frac{\partial w}{\partial p}$ is the transformation matrix of conservative and primitive variables. For time dependent, unsteady calculations we need to increase the order of accuracy in time\textsuperscript{32} As a result, a second order form of Eq. (14) in real time is taken:

$$
\frac{3w^{n+1} - 4w^n + w^{n-1}}{2\Delta t} = -R(w^{n+1})
$$

(16)

This is a non-linear system of equations, which can be solved by introducing an iteration through pseudo-time $\tau$ to the steady state

$$
\frac{w^{n+1,k+1} - w^{n+1,k}}{\Delta \tau} + \frac{3w^{n+1} - 4w^n + w^{n-1}}{2\Delta t} = -R(w^{n+1})
$$

Then we seperate the $(n + 1)$ terms and compute a sequence of $k$ approximations to the solution at time step $(n + 1)$ starting from the solution at time step $n$ to give

$$
\left( \frac{1}{\Delta \tau} + \frac{3}{2\Delta t} \right) \Delta w^k = - \left( \frac{3w^k - 4w^n + w^{n-1}}{2\Delta t} + R(w^{n+1}) \right)
$$
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Then using the same linearisation method in pseudo time for the residual gives us the following system we need to solve

$$\left( \left( \frac{1}{\Delta \tau} + \frac{3}{2 \Delta t} \right) \frac{\partial w}{\partial p} + \frac{\partial R}{\partial p} \right) \Delta p^k = -\left( \frac{3 w^k - 4 w^n + w^{n-1}}{2 \Delta t} + R(w^n) \right)$$

We can write Eqs. (15) and (17) in a simpler global matrix form

$$A(p^n) \Delta p = -R(w^n)$$

where $A$ represents the implicit system matrix. This equation encapsulates the implicit scheme. The ideal choice of $A$ is such that it is relatively inexpensive to construct and solve the linear system for, but will still give an efficient convergence rate. The method which gives the most efficient convergence rate is the Newton-Raphson method for which we require:

- A large enough time step such that $\Delta \tau \to \infty$
- An exact Jacobian of $R$
- Exact solution of the linear system

In the limit of close proximity to the exact solution the convergence is quadratic and we can achieve convergence to machine accuracy in about 8 iterations. Figure 1 shows a convergence plot for such an example, in this case 200 explicit iterations are first used to smooth out the flow field before the implicit solver starts. Despite these superior convergence properties over linear convergence methods, in practical CFD calculations it is unnecessary to solve the equations to such high accuracy. Solving the linear system exactly (for example with a direct solver) is both extremely costly in both memory requirements and arithmetic operations (which are often of the order $N^3$). The fact that quadratic convergence is only achieved near the exact solution means that much effort is expended in reducing the norm of the residual to this region of convergence. If we also take into account the high cost of formulating and storing the exact Jacobian, particularly if the Jacobian is second order, it is clear that it is impractical to use this method.

Instead, a more efficient method is obtained by choosing an approximate Jacobian with finite values of $\Delta \tau$ (for additional stability) and an inexact linear system solver (such as an iterative method). Despite losing the highly desirable quadratic convergence, such methods tend not to have the undesirable properties of Newton-Raphson methods. In addition, they are much easier to formulate as the Jacobian does not need to be computed exactly thus reducing memory requirements and computational costs incurred when calculating terms that could otherwise be neglected as insignificant in increasing the convergence of the system using an inexact solver. Using an approximate Jacobian will also improve the preconditioning of the system and help resolve issues with parallel computations that will be addressed at a later date.

**III.D. Constructing the approximate Jacobian**

If we consider the structure of the Jacobian, it has local contributions consisting of the partial derivatives of the residual at $i$, with respect to the primitive variables at every point $j$ within the domain $\Omega$. In principle $R$ may be a function of $p_j \forall j \in \Omega$ so the global Jacobian can be written as an $N \times N$ block matrix. Since $R_i$ and $p_j$ are vectors of size $(D + 2) \times 1$ then each block (denoted $\frac{\partial R}{\partial p_j}$) will consist of a matrix of dimension $(D + 2) \times (D + 2)$ formed by differentiating the $(D + 2)$ components of $R_i$ with respect to the...
\[(D + 2)\text{ components of } \mathbf{p}_j.\] Each block matrix can be found from differentiating the right hand side of Eq. (8) or Eq. (12) so

\[
\frac{\partial \mathbf{R}_i}{\partial \mathbf{p}_j} = \frac{\partial}{\partial \mathbf{p}_j} \left\{ \sum_{k=0}^{n_i} b_{ik} f_{k-\frac{1}{2}} + \sum_{k=0}^{n_i} c_{ik} g_{k-\frac{1}{2}} \right\}
\]

\[
= \sum_{k=0}^{n_i} b_{ik} \frac{\partial f_{k-\frac{1}{2}}}{\partial \mathbf{p}_j} + \sum_{k=0}^{n_i} c_{ik} \frac{\partial g_{k-\frac{1}{2}}}{\partial \mathbf{p}_j} \quad \forall i, j \in \Omega \tag{19}
\]

The final statement can be made since the shape functions are found purely from geometrical considerations and are not dependent on the flow variables. Using Eq. (9) we can write the partial derivatives of the midpoint flux as

\[
\frac{\partial f_{k-\frac{1}{2}}}{\partial \mathbf{p}_j} = \frac{1}{2} \frac{\partial}{\partial \mathbf{p}_j} \left\{ \mathbf{f}^{(L)} + \mathbf{f}^{(R)} - |\mathbf{A}(\mathbf{p}^{(L)}, \mathbf{p}^{(R)})|/(\mathbf{p}^{(L)}, \mathbf{p}^{(R)}) \right\} \tag{20}
\]

It is clear from Eq. (20) that \( \mathbf{R}_i \) is not a function of \( \mathbf{p}_j \forall j \in \Omega \) but only on the points that belong to \( \mathcal{M}(i) \) that are used to form \( f_{k-\frac{1}{2}} \) and \( g_{k-\frac{1}{2}} \). As a result most of the elements of the Jacobian are zero resulting in a sparse matrix. Just how sparse this matrix is depends on the order of spatial discretisation.

For a first order scheme Eq. (20) is dependent only on the \( \mathcal{M}(i) = n_i \) points that make up the stencil. As a result, for every Riemann problem solved there are two contributions to the Jacobian, one for the star point on the diagonal (since \( i = j \)) and one for the neighbouring point. The second order scheme has reconstructed left and right sides of the Riemann problem which are each dependent on the gradients of the left and right side variables as well. As a result, there are additional non-zero contributions to the Jacobian as can be seen from Eq. (20), corresponding to each point within the neighbouring stencils that form the least squares gradients (recall \( \mathcal{M}(i) > n_i \) for second order) for the higher order reconstruction.

It is desirable to keep the number of non-zero entries as low as possible for several reasons. Firstly, the memory requirements are reduced. Secondly each inner iteration is faster to perform since the matrix-vector multiplications require less operation counts. Finally, the omission of the additional terms will decrease the stiffness and ill-conditioning of the matrix making it easier to solve since the Jacobian will be more diagonally dominant.

To avoid these difficulties, we omit the additional second order block contributions to the Jacobian. The fill-in is then the same as that for an exact first order Jacobian, though with the reconstructed second order variables Eq. (10) used. The viscous flux Jacobian is approximated in the same way. Despite this mismatch between the Jacobian and residual, the corresponding reduction in the sparse fill-in means that this approach will be much more cost effective when used in conjunction with the inexact linear solver. Experience has shown that a relaxation factor \( \omega = 0.5 \) aids the convergence considerably.

The Jacobian must also contain contributions that account for the boundary conditions. Recall that the boundary conditions are imposed on the star point by the halo points which have flow variables obtained from their corresponding interior points. Obviously the halo points are not updated by the linear solver as they do not belong to the domain \( \Omega \), and as there is not a residual vector for the halo points there will not be any additional rows or columns in the Jacobian. Instead, for the star point \( i \) on the boundary we can use the chain rule to calculate the Jacobian contributions due to the halo points, so

\[
\frac{\partial \mathbf{R}_i}{\partial \mathbf{p}_j} = \frac{\partial \mathbf{R}_i}{\partial \mathbf{p}_h} \frac{\partial \mathbf{p}_h}{\partial \mathbf{p}_j} \tag{21}
\]

where the matrix \( \frac{\partial \mathbf{p}_h}{\partial \mathbf{p}_j} \) is non-zero only when \( j \) is for the star point on the surface \( i \), and the corresponding interior point for the ghost point. As such the fill in of the Jacobian is not altered by the boundary Jacobians. If there are any “blanked points” (i.e. any points that lie outside \( \Omega \) but are part of the linear system) then to prevent the matrix becoming singular, the block matrix on the diagonal is replaced with the identity matrix. The residual is set to zero so has no effect on the convergence.

The full approximate implicit system matrix \( \mathbf{A} \) can be written in the following way

\[
\mathbf{A} = \mathbf{A}_{diag} + \mathbf{A}_{uns} + \mathbf{A}_{mean} + \mathbf{A}_{BC} + \mathbf{A}_{visc}
\]

where \( \mathbf{A}_{diag} \) is the diagonal contribution seen in Eq. (15), \( \mathbf{A}_{uns} \) is the additional contribution to the diagonal for unsteady calculations seen in Eq. (17), \( \mathbf{A}_{mean} \) is the mean flow Jacobian formed by the blocks in Eq. (19), \( \mathbf{A}_{BC} \) are the boundary Jacobians Eq. (21) and \( \mathbf{A}_{visc} \) is the Jacobian due to viscous contributions.
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Each of these matrices can be treated separately and summed at the end to ease the formulation if needed. The Jacobian is sparse, but due to the often random distribution of the points that are associated with meshless methods, it does not have a fixed pattern that can be readily exploited in storing the matrix and solving the system. Instead, the Jacobian will have sparsity patterns similar to those of unstructured grids. There is no need to store all of the zero blocks and we implicitly know the dimension of the non-zero blocks, so we can exploit the sparse, block nature of the Jacobian through the use of a Block Compressed Sparse Row (BCSR) format to explicitly store the matrix within a data structure.

III.E. Linear solver method

In this sub-section we will write the linear system Eq. (18) in the more conventional mathematical form

$$Ax = b$$

An iterative method is used to solve this system inexactly using several preconditioned Krylov steps. This is done by making successive approximations to an initial solution vector using matrix-vector multiplications until the solution converges to an acceptable level. The space which spans these approximations is called the Krylov subspace and generally only contains a good approximate solution if the system is relatively well conditioned. As such, we modify the original problem to obtain a better Krylov subspace by using a preconditioner $M$, which results in effectively solving the modified problem

$$M^{-1}Ax = M^{-1}b$$

The preconditioner is designed so that $M^{-1}A$ in some sense approximates the identity, so $M^{-1}(b - Ax_k)$ can be expected to approximate the error in an approximate solution $x_k$. The next approximate solution $x_{k+1}$ can then naturally be obtained by taking

$$x_{k+1} = x_k + M^{-1}(b - Ax_k)$$

(22)

For $M$ equal to the diagonal of $A$, this is the Jacobi iteration, for $M$ equal to the lower triangle of $A$ it is the Gauss-Seidel iteration, and for $M$ of the form $\omega^{-1}D - L$, where $D$ is the diagonal of $A$, $L$ is the strict lower triangle of $A$ and $\omega$ is a relation parameter, it is the successive over-relaxation (SOR) iteration. Such methods are used in the meshless literature in,9, 10 which both use split Jacobians and Gauss-Seidel methods.

This work however uses a modified version of Eq. (22) with additional parameters introduced into the iteration. It is called the generalised conjugate residual (GCR) method33 as the successive approximations to the solution vector are formed by minimising the norm of the residual vector. The matrix $A$ is not required to be symmetric and positive-definite, making it advantageous in that the method depends on $A$ rather than the normal equations formed by $A$.

Various other algorithms have been tested for finite volume codes34 and it was concluded that the choice of method is not as crucial as the preconditioning. The preconditioning strategy is based on a Block Incomplete Lower-Upper (BILU) factorisation,35 which computes upper and lower triangular matrices whose product gives the original matrix. Furthermore we use the method with zero fill-in (BILU(0)) which means that the sparsity pattern on the Lower and Upper matrices is the same as those in the original matrix.
IV. Solver validation

Results are now presented for validation and to build confidence in the solver for when it is to be used for cases with stencils constructed using the method described in section V, with the results of those cases presented in section VI. Standard NACA 0012 aerofoil test cases, with non-dimensionalised chord length $c = 1.0$ for inviscid and viscous flows are presented. Also included is an unsteady simulation and a 3D problem. Comparisons are made with the parallel multiblock (PMB) flow solver,\textsuperscript{36} which is an established research code, so further validation for the steady state results is not considered here. The PMB calculations are made using a structured grid of 9408 points, 36 of which are on the solid wall boundary, with a minimum grid spacing of $10^{-3}$. This point distribution is also used by the PML solver, with stencils consisting of the points as shown in Fig. 12. Both the finite volume and meshless connectivities are shown in Fig. 2. In these results, the order of the polynomial used to approximate the function in Eq. (1) is $m = 4$, so it is linear with an $xy$ cross term added for stability. The convergence histories are presented as a function of the number of iterations. For each test case the flow field is first smoothed out by 200 explicit iterations, after which the implicit scheme described is used. The implicit time step in Eq. (15) is fixed at $\Delta \tau = 10.0$ for all steady cases. There is yet to be an effective local time step scheme implemented.

IV.A. Steady state 2D inviscid

The first case in Fig. 3 is a subsonic flow ($M_\infty = 0.5, \alpha = 3.0^\circ$) and we can see that the method is very efficient once the implicit scheme begins. Convergence is achieved in 250 iterations total. The transonic case Fig. 4 ($M_\infty = 0.8, \alpha = 1.25^\circ$) is more expensive due to the two shock waves of moderate strength on the upper and lower surfaces of the aerofoil. Convergence is still achieved rapidly in less than 300 iterations. The supersonic case Fig. 5 ($M_\infty = 1.2, \alpha = 7.0^\circ$) also shows the efficiency of the method. Apart from the spike at the 200th iteration the plot shows greatly accelerated convergence. This spike represents the increase in the residual that occurs in the one iteration when the method changes from explicit to implicit.

IV.B. Steady state 2D viscous

Viscous results are presented in Fig. 6 at $M_\infty = 0.5$, $Re = 5000$ and $\alpha = 3^\circ$. For further validation, velocity profiles along the aerofoil are shown in Fig. 7. The angle of attack is at $\alpha = 0^\circ$. Comparisons are made at $x = 0.135c$ (where maximum suction occurs), $x = 0.4c$, $x = 0.65c$ and $x = 0.9c$, which all show good agreement. The separation point is also at the same location $0.82c$.}

![Figure 2. NACA0012 aerofoil used for 2D calculations](image)
Figure 3. NACA0012 $M_{\infty} = 0.5, \alpha = 3.0^\circ$

Figure 4. NACA0012 $M_{\infty} = 0.8, \alpha = 1.25^\circ$
Figure 5. NACA0012 $M_\infty = 1.2$, $\alpha = 7.0^\circ$

Figure 6. NACA0012 $M_\infty = 0.5$, $\alpha = 3.0^\circ$, $Re = 5000$
Figure 7. NACA0012 $M_{\infty} = 0.5$, $\alpha = 0.0^\circ$, $Re = 5000$
IV.C. Unsteady 2D inviscid

Figure 8 presents results of forced pitching simulations around the quarter chord $c = 0.25$ of the aerofoil, prescribed by a sinusoidal motion

$$\alpha(t) = \alpha_0 + \alpha_a \sin(2kt)$$

Comparisons are also made with the experimental data of the AGARD CT1 test case. The configuration CT1 exhibits intermittent shock motion during the cycle, at freestream Mach number 0.6 with a reduced frequency of $k = 0.0808$, a mean incidence of $\alpha_0 = 2.89^\circ$ and a pitch amplitude of $\alpha_a = 2.41^\circ$. The experimental data is at Reynolds number 4.8 million, though the CFD comparisons are inviscid. Five motion cycles with 128 steps in each were simulated. Pressure lift and pitching moment coefficients are shown in Figs. 8(a) and 8(b) respectively in which the overall agreement between the 2 codes can be determined.

![Figure 8. Lift coefficients for moving NACA0012 aerofoil](image)

Fig. 9 presents unsteady pressure distributions at two angles of attack, the comparisons are excellent except at the shock location, with the PMB solver better able to resolve the shock cleanly.

![Figure 9. Unsteady pressure distributions for forced pitching motion test case of AGARD CT1](image)
IV.D. Steady state 3D inviscid

Finally 3D results are presented. This case is for a Goland wing with 188,000 points in the domain. The surface of the wing can be seen for both the PMB and PML cases in Figs. 10(a) and 10(b). Note that the surface used for the meshless calculation is made up of quadrilateral elements, which were found to be much better for imposing the necessary boundary conditions in PML than triangular elements.

![Wing surface from PML](image1)

![Wing surface from PMB](image2)

(a) Wing surface from PML  
(b) Wing surface from PMB

Figure 10. Goland wing surface

The surface pressure comparison with PMB at $M_\infty = 0.85$ and $\alpha = 0^\circ$, is good as can be seen in Fig. 11(a). However Fig. 11(b) shows the slow convergence rate, which is most likely due to the lack of an efficient local time step within PML.

![Surface pressure distribution](image3)

![Convergence history](image4)

(a) Surface pressure distribution  
(b) Convergence history

Figure 11. Goland wing $M_\infty = 0.85$, $\alpha = 0^\circ$
V. Selecting the stencils for the meshless solver

V.A. Scheme requirements

In this section we outline a preprocessor method, that will give us the stencils required for the flow solver described in the previous sections. Despite some of the point generation methods in the literature,\textsuperscript{11, 12} we use points obtained from structured grids generated around individual components/bodies, which are allowed to overlap to cover the physical domain. Moving bodies are accomodated for by moving the component grids of each body separately. Even though some user input is required to generate the points, the scheme is much simpler than the generation of a full finite volume grid within the domain, and the conditions on the quality of the grid are a lot less strict.

The meshless preprocessor is designed so that it fits a number of requirements. First, the stencil selection has to be fully robust and give stencils that will allow the flow solver to be as accurate as possible. Second, the selection has to be fully automatic - if it requires a large amount of user input then the advantages of a meshless method are lost. Third the selection has to be as fast as possible for repeated use in unsteady calculations.

For a first attempt the stencil selection method was to ignore the component grid connectivities and view the domain only as a distribution of points. A quadtree search (in 2D) was used to find point candidates and quadrant\textsuperscript{6} and Delaunay techniques\textsuperscript{18} were used to select the points for the stencils. The resultant stencils were tested by comparing the analytical gradient of a function against the least squares gradients formed using the stencils. It was found however that the choice of search regions was too heuristic, leading to great expense as search regions were increased/decreased depending on whether too few/many points were found. It was also difficult to determine the correct number if anisotropic point distributions were used, as a large number of the nearest neighbours are collinear. The selection steps were also found to be inaccurate with these point distributions and it was found that testing the stencils is only worthwhile if we know the form of the function that will need to be reconstructed in the flow computation, which clearly we do not. This is because the testing function may have a low gradient in the direction of a high flow gradient.

As a result of these problems, the notion of a “pure” meshless scheme was abandoned for the preprocessor stage, and the original grid connectivities are used as an aid to select the stencils. Computational time in the search algorithms is saved and the quality of the stencils improved using this aid. Through making this choice, several more requirements as well as the previous three are placed on the scheme. Fourth, despite using the grid connectivity as a guide, we still want to retain the simplicity of the meshless method, so we want to avoid techniques such as cutting out holes in the domain, and having to put precedence on a single grid, or regions of several grids when constructing the stencils. Fifth, the selection should be global, but ideally the meshless stencils will be the same as the original grid stencils in regions with no overlap.

The full user input consists of:

1. A list of points with coordinates and their neighbours in the original grid connectivity (for both interior and boundary points, see Fig. 12).

2. A list of boundary elements, and the boundary type, with a reference point for each edge that lies on the inside of the domain in that grid.

![Structured grid connectivity](image-url)
V.B. Preprocessor steps

It is with the considerations outlined above that the following scheme was developed and is discussed here for the 2D case. The process should generalise to 3D immediately. There are four primary operations that the code performs to construct the stencils required by the meshless flow solver.

1. Check if boundaries from separate grids overlap in any way. This can be the case if we wish to construct a body with complex geometries using individual component grids. If overlap occurs then the boundaries must be altered accordingly.

2. Identify the points that lie within a solid body, which can occur when the grids overlap. These points are “blanked” and removed from the flow computation.

3. Select the point stencils for the remaining non-blanked points.

4. Make sure that the resultant stencils respect the boundaries, that is, to check that stencils are not formed with points that lie on the opposite side of a solid body.

Each of these operations will be described in the following sub-sections.

V.C. Redefining the boundaries

This first step is to identify and fix any boundary overlap. To do this we check each boundary edge of one component grid with each edge boundary edge from the other grids to see if they intersect. This is done through the use of a geometric intersection algorithm. As this process can be expensive, we use the method described in reference.\textsuperscript{38} Bounding boxes are formed around each boundary edge so that the edge coordinate limits form the corners of the box Fig. 13(a). We then compare each bounding box from one grid with those from the other grids to see if the boxes intersect. This is done by seeing an object in D-dimensional space as a point in $\mathbb{R}^{2D}$ with the point coordinates as the limits of the object. So a box in 2D would be seen as a point in 4D with coordinates $x = \{x_{\min}, y_{\min}, x_{\max}, y_{\max}\}$

We can then construct a search tree\textsuperscript{39} containing each of these higher dimensional points. If all the boxes lie within a domain $\Omega$ with coordinate limits $x_{\Omega,\max}$, $x_{\Omega,\min}$, then two box elements $a$ and $b$ will intersect if they satisfy

$$
\begin{pmatrix}
  x_{\Omega,\min} \\
  y_{\Omega,\min} \\
  x_{a,\min} \\
  y_{a,\min}
\end{pmatrix} \leq \begin{pmatrix}
  x_{b,\min} \\
  y_{b,\min} \\
  x_{b,\max} \\
  y_{b,\max}
\end{pmatrix} \leq \begin{pmatrix}
  x_{\Omega,\max} \\
  y_{\Omega,\max} \\
  x_{a,\max} \\
  y_{a,\max}
\end{pmatrix}
$$

(23)

The tree is then traversed with the bounding boxes from grid 1 to see if any of the bounding boxes from the remaining grids overlap. If this is the case then we must explicitly check if the edges within intersect using a simple segment intersection algorithm to distinguish between the cases in Figs. 13(b) and 13(c).

![Figure 13. Items in the tree search](image_url)

If edges intersect then it is necessary to redefine the boundaries. This is done by adding a new point where the intersection occurs as in Fig. 14(a). We then use another ray algorithm to decide which points...
that form the edges lie inside the new boundary and need to be flagged (blanked) as such. The ray is formed from each end point of the intersecting edge and a reference point that lies above the other edge inside the domain. If the ray intersects anywhere along the infinite line lying collinearly to the other edge then it lies outside the intersection, if not it lies inside as in Fig. 14(b). If the boundaries are solid walls then a point lying outside the intersection is inside the boundary wall and needs to be blanked. Flood operations are performed to reassign the other edges that form the same boundary as in Fig. 14(c). If there are more than two grids that will form the final domain then grids 1 and 2 are compared, then the resultant domain is compared with grid 3, then the resultant domain is compared with grid 4 and so on.

V.D. Blanking points

It is relatively simple to modify the search step described above to identify any other points that must be blanked. This is done by checking each grid individually as before with a similar geometric intersection technique. This time we form boxes around the new boundary edges of one grid, and perform a search with a tree, that is made up of the boxes formed around the grid stencils in every other grid Fig. 15(a). Then if a stencil overlaps with a boundary edge i.e. it satisfies Eq. (23), then it could be that some of the points lie behind a boundary wall and possibly even inside a solid body.

If such an intersection occurs as in Fig.15(b), then for each stencil in the tree we form rays between the star and every neighbouring point within. If a ray intersects with the boundary edge then its point is removed from the stencil as it must lie behind a boundary Fig.15(c). After this step is performed globally we are left with a separate set of points that lie inside each solid body, and a set for the remaining points in the domain. The sets are not connected.

It only remains to identify which sets lie inside the solid bodies. For each boundary edge we check the star points of the stencils that overlap. A ray is formed from the edge reference point and the star. If the ray does not intersect the edge as in Fig.16(a) then the star is given the flag 2, if it does intersect and the flag is not already set to 2 then the flag of the star is set to 1 as in Fig.16(b). This system of flags is needed to prevent the blanking of points that lie behind a boundary wall but are still inside the domain, which can occur as in Fig.16(c) in which reference point B would flag the point as outside the domain (i.e. flag=1) if it were not for reference point A flagging the point as inside the domain (flag=2). As this is a global flag,
then if the flag is at any stage set to 2 then it cannot be a blanked point. When each stencil is checked in the grid, all of those points that are flagged as 1 lie within a boundary. A flood operation is then performed in which the neighbouring points of a blanked point are similarly blanked.

![Blanking points](image)

**Figure 16. Blanking points**

**V.E. Stencil selection**

We now have a domain with properly defined boundaries, and points interior to solid bodies blanked as such. The interior stencils however are still grid dependent, the next step is to form stencils that effectively link the grids together to form the final meshless domain connectivity.

It is important to note that structured grids are generated so that regions where rapid variation of the flow variables is expected, such as near boundary walls or in an aerofoil wake have cells that are anisotropic to capture these effects. This means that the cells are highly stretched, with very fine spacings in the direction in which these effects will occur. The grid in Fig. 2(a) is an example of a typical structured grid designed to capture laminar flow around an aerofoil.

For conventional finite volume methods, the engineer designs the grid using his own intuition so that anisotropic cells are constructed in these regions. If we obtain the points for a meshless computation by overlaping two or more grids, we need a way to automatically construct meshless stencils that will reflect the anisotropic nature of each of the grids to capture the flow accurately. As a result nearest neighbour algorithms will not be sufficient. It is instead necessary to determine a direction in which we expect the flow variables to change the most. We can then best reconstruct these functions by selecting the stencils so that the points are fine in this direction. The original grid connectivities are used to determine this direction and the level of anisotropy required by assuming that the direction in which the grid stencils are finest is where the flow needs to be resolved the most.

With this, the resolving vector $\mathbf{v}$ of a grid stencil is defined as the direction in which the flow gradients are expected to be highest, with its length reflecting the strength of the gradients. To account for the topology of the original stencils, for structured grids this direction can be taken as the sum of the normals from the star to the points that form the edges that lie furthest away in the original stencil ($\mathbf{n}$ in Fig. 17(a)). This will ensure that the correct direction is defined for boundary points or points that lie near the boundary. We then define the length of this vector by first making it a unit vector $\hat{\mathbf{v}}$, and then dividing by the distance $d$ (or some power $p$ of the distance) from the star to the closest point in the original stencil

$$\mathbf{v} = \frac{\hat{\mathbf{v}}}{d^p}$$

This means that a small distance $d$ (like for a boundary layer grid stencil point) will give a large resolving vector, and a point in the far field will give a small resolving vector. When two or more grid stencils overlap, we can sum the resolving vectors of the overlapping stencils (if more than one stencil from the other grid overlaps we only consider that with the lowest values of $d$ - i.e. the finest stencil) to give a resultant resolving direction that gives an estimation of the flow direction considering all of the grids. The higher the value of $p$ in Eq. (24), the more influence the finer stencils have. In this work the value $p = 4$ is used. Some examples
of the summation of the resolving vectors with representations of the overlapping original stencils are shown in Figs. 17(b) and 17(c). Points are then chosen for the meshless stencil that assume a high gradient in the resultant resolving direction. This will then allow us to select the points that will best capture the gradients that will be expected in this region from the overlap of the grids. To do this define a coordinate system as shown in Fig. 18(a). The basis \( \eta \) is chosen so that \( \eta_1 \) lies collinearly to the characteristic direction and \( \eta_2 \) lies orthogonal. We then form four quadrants around these axes as shown in Fig. 18(b) and search for the points in each quadrant. Hence quadrants A and B contain a list of points that lie to the left and right of the \( \eta_1 \) axis. We then choose the three points from each list that lie along \( \eta_2 \) (but not too far away). To balance the orthogonality and distance we define a merit function

\[
\psi = \frac{\eta_2^2}{a^2} + \frac{\eta_1^2}{b^2}
\]

This equation is similar to the equation for an ellipse, with the constants \( a \) and \( b \) as the semi-major axis and semi-minor axis. The values of \( a \) and \( b \) are determined from the projection of the various lengths in each of the overlapping stencils within the original connectivity onto the \( \eta_1 \) and \( \eta_2 \) axes. The smallest projection on \( \eta_1 \) is used as the value of \( b \), and the smallest projection on \( \eta_2 \) is used as the value of \( a \), Fig. 18(c). In this way we keep the stencils fine, but well conditioned.

One point is selected from quadrants A and B, each with the smallest values of \( \psi \) from their respective lists. Then from each quadrant A and B we select another two unique points, one with \( \eta_1 > 0 \) and one with \( \eta_1 < 0 \). Thus we have three points from these quadrants, which are relatively spread and not collinear, which would result in an ill-conditioned least squares matrix. The maximum value of \( \psi \) from these six points is noted \( \psi_{max} \). To improve accuracy we then take one point from each of the quadrants C and D, each with the lowest value of \( \psi \) provided these values are less than \( \psi_{max} \). This condition is to preserve the “stretched” nature of the stencils as it is possible that the nearest points within C and D are very far away as in Fig. 19. Here, the ellipse is at \( \psi_{max} \) and since points C and D exceed this they are not selected, the stencil would remain at 6 points.
This merit function is beneficial in that the strengths of the orthogonality and distance of the points from the star are dependent on the original connectivities. For highly stretched stencils near the boundary $a \gg b$ and so the orthogonality of the points will have more of an influence on $\psi$. On the other hand if the overlapping stencils are more regular, then $a \approx b$ and the distance has more influence. In fact, for the special case $a = b$, then $\psi$ resembles the equation for a circle and the orthogonality has no influence at all. It is for this case that the method effectively becomes a nearest neighbour algorithm.

V.F. Final boundary check

Once the stencils are created, the final step is to once again check that all of the stencils formed respect the boundaries. This step is required again because the previous boundary check used stencils from the original grid connectivity (and was partly to identify blanked points), while the current stencils are formed using points from all of the grids. It is possible for the points of a stencil to lie on the opposite side of a boundary wall where there are corners or sharp edges such as the trailing edge of an aerofoil. This is done using the same method as in subsection V.D, though now each boundary edge must be checked with all of the stencils in the domain, not just those that do not share the same grid as the boundary edge. Consequently this step is more expensive than the previous step.

VI. Results

Two simple test cases based on a store release that demonstrate the preprocessor are presented. They consist of a NACA 0012 aerofoil, with another at half the size acting as the store located beneath. Two grids with 9408 points are used, one for each aerofoil, which are allowed to overlap so the full domain consists of 18816 points. The pressure contour plots have been created by using a triangulation, so some parts of the plot may appear to be unsmooth as a result of this.

VI.A. Steady state overlapping body

The first case is when the leading edge of the aerofoil is at $(0.25, -0.05)$, so that the bodies overlap. The resultant meshless connectivity generated by the preprocessor is shown in Fig. 20(a), and the pressure contours from a steady, laminar calculation at $M_\infty = 0.5$, $\alpha = 0^\circ$, $Re = 5000$ is given in Fig. 20(b). It is clear that boundary overlap is accommodated for.

VI.B. Steady state overlapping body

The second case is an unsteady calculation in which the store is set in a forced descent from the main aerofoil. The initial location of the store leading edge is at $(0.25, -0.15)$ and the descent velocity is $\dot{y} = -0.1$. There are 200 time steps performed with $\Delta t = 0.05$ so the full time simulation takes place over 10 non-dimensionalised time units. The meshless connectivity and surface pressure contours at times 0, 5 and 10 are presented in Fig. 21. Vortex shedding occurs from the lower surface of the top aerofoil trailing edge. The moving of the bodies is done by moving each grid separately over one another. The full solver algorithm is as follows:

1. Construct the stencils for the initial time.
2. Perform the CFD calculation as a steady state calculation (till the residual is below 0.00001).
3. Change the point locations by moving the grid that the body to be moved belongs to.
4. Recalculate the stencils using the underlying grid connectivity.

5. Perform the CFD calculation as an unsteady time accurate calculation (till the residual is below 0.001).

Steps 3, 4 and 5 are repeated until the simulation finishes. When the 3 repeating steps begin, the stencil selection stage (steps 3 and 4) on average takes between 5% – 10% of this time.

VII. Conclusions and Outlook

A meshless solver that uses a Krylov subspace iterative method and a meshless stencil selection procedure are presented. The implicit scheme vastly improves the convergence of the equations and is used for steady and unsteady CFD calculations. The stencil selection scheme is used to construct clouds of points that are used by the meshless solver, and a preliminary unsteady test case with moving bodies shows promise for this method.

Future plans include developing the preprocessor so that it can accommodate 3 dimensional point distributions, a 6DoF model will be added too so that the exact movement of the bodies during the unsteady simulations can be determined using the aerodynamic forces.

The code will also be improved so that it can calculate turbulent flows (using a Spalart-Allmaras turbulence model) and perform parallel computations to speed up future, larger unsteady test cases.
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Figure 21. Unsteady store release case