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Abstract: 

The Taylor series expansion- and least square-based lattice Boltzmann method (TLLBM) recently developed 
by us is a flexible lattice Boltzmann approach capable of simulating incompressible viscous flows with 
complex geometry. The method is based on the standard lattice Boltzmann equation (LBE), Taylor series 
expansion and the least squares optimization. The final formulation is an algebraic form and essentially has 
no limitation on the mesh structure and lattice model. In this paper, we will give the details of TLLBM and 
present some examples of its application. 

  1. Introduction   

The development of the lattice Boltzmann method (LBM) as an alternative computational fluid dynamics approach 
has attracted more and more attentions in recent years [1]. However, because of the essential restriction of the 
standard lattice Boltzmann equation (LBE) to the lattice-uniformity, the broad application of the LBM in engineering 
has been greatly hampered. For many practical problems, an irregular grid or a meshless structure is always 
preferable due to the fact that curved boundaries can be described more accurately, and that computational 
resources can be used more efficiently with it. 

The drawback of the standard LBE restricting to the lattice-uniformity comes from its precursor—the lattice gas 
cellular automata (LGCA). In the LGCA, the symmetry of lattice, which guarantees the isotropy of the fourth tensor 
consisting of particle velocities, is an essential condition to obtain the Navier-Stokes equations. By this condition, a 
particle at one lattice node must move to its neighboring node in one time step. This is the condition of lattice-
uniformity. Although the LBE [2] with Bhatnagar-Gross-Krook (BGK) [3] model has made great improvements over 
the LGCA, it also inherits the feature of lattice-uniformity, which makes it macroscopically similar to a uniform 
Cartesian-grid solver. 

Theoretically, the feature of lattice-uniformity is not necessary to be kept because the distribution functions are 
continuous in physical space. Currently, there are two ways to improve the standard LBM so that it can be applied to 
complex problems. One is the interpolation-supplemented LBM (ISLBM) proposed by He and his colleagues [4-5]. 
The other is based on the solution of a differential lattice Boltzmann equation (LBE). For complex problems, the 
differential LBE can be solved by the finite difference (FDLBE) method with the help of coordinate transformation [6] 
or by the finite volume (FVLBE) approach [7-8]. Numerical experiences have shown that these methods have good 
capability in real applications. However, the ISLBE has an extra computational effort for interpolation at every time 
step and it also has a strict restriction on selection of interpolation points, which requires upwind nine points for two-
dimensional problems and upwind twenty-seven points for three-dimensional problems if a structured mesh is used. 
For the FDLBE and FVLBE methods, one needs to select efficient approaches such as upwind schemes to do 
numerical discretization in order to get the stable solution. As a consequence, the computational efficiency greatly 
depends on the selected numerical scheme. In addition, the numerical diffusion may affect the accuracy of results, 
especially in the region where the flow gradient is large.  

In order to implement the LBE more efficiently for flows with arbitrary geometry, a new version of LBM, which is 
based on the standard LBM, the well-known Taylor series expansion, the idea of developing Runge-Kutta method, 
and the least squares approach, was proposed by Shu et al. [9-10]. The new approach is termed as Taylor series 
expansion- and least square-based lattice Boltzmann method (TLLBM). The final form of TLLBM is an algebraic 
formulation, in which the coefficients only depend on the coordinates of mesh points and lattice velocity, and are 
computed in advance. The new method is also free of lattice models. In recent years, TLLBM has been accurately 



and efficiently applied to simulate many incompressible flow problems [9-13]. In the following, we will first give a 
detailed description of TLLBM, and then present some examples of its application.  

 

  2. Taylor Series Expansion- and Least Squares-based Lattice Boltzmann Method (TLLBM)   

The TLLBM [10] is based on the well-known fact that the density distribution function is a continuous function in 
physical space and can be well defined in any mesh system. Let us start with the standard LBE. The two 
dimensional, standard LBE with BGK approximation can be written as 
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where τ  is the single relaxation time; fα  is the density distribution function along the α  direction; eqfα  is its 
corresponding equilibrium state, which depends on the local macroscopic variables such as density ρ  and velocity 

U(u, v); tδ  is the time step and ),( yx ee αααe  is the particle velocity in the α  direction; N is the number of discrete 

particle velocities. Obviously, the standard LBE consists of two steps: collision and streaming. The macroscopic 
density ρ  and momentum density ρU  are defined as  
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Suppose that a particle is initially at the grid point ),,( tyx . Along the α  direction, this particle will stream to the 

position ),,( ttteytex yx δ+δ+δ+ αα . For a uniform lattice, txex δ=δ α , tyey δ=δ α . So, 

),( teytex yx δ+δ+ αα  is at the grid point. In other words, equation (1) can be used to update the density 

distribution functions exactly at the grid points. However, for a non-uniform grid, ),( teytex yx δ+δ+ αα  is usually 

not at the grid point ),( yyxx δ+δ+ . In the numerical simulation, we are only interested in the density distribution 
function at the mesh point for all the time levels. So, the macroscopic properties such as the density, flow velocity can 
be evaluated at every mesh point. To get the density distribution function at the grid point ),( yyxx δ+δ+  and the 

time level tt δ+ , we need to apply the Taylor series expansion or other interpolation techniques. In this work, the 

Taylor series expansion is used. Note that the time level for the position ),( teytex yx δ+δ+ αα  and the grid point 

),( yyxx δ+δ+  is the same, that is, tt δ+ . So, the expansion in the time direction is not necessary. As shown in 

Fig.1, for simplicity, we let point A represent the grid point ),,( tyx AA , point 'A  represent the position 

),,( ttteytex yAxA δ+δ+δ+ αα , and point P represent the position ),,( ttyx PP δ+  with 

yyyxxx APAP δ+=δ+= , . So, equation (1) gives 
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Fig. 1 Configuration of Particle Movement along the α  Direction 

 

For the general case, 'A  may not coincide with the mesh point P. At first, we consider the Taylor series expansion 
with truncation to the first order derivative terms. So, ),'( ttAf δ+α  can be approximated by the corresponding 
function and its derivatives at the mesh point P as 
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where PxAA xtexx −δ+=∆ α , PyAA yteyy −δ+=∆ α . Note that the above approximation has a truncation 

error of the second order. Substituting equation (4) into equation (3) gives 
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It is indicated that equation (5) is a first order differential equation, which only involves two mesh points A and P. 
When a uniform grid is used, 0=∆=∆ AA yx , equation (5) is reduced to the standard LBE (3). Solving equation (5) 
can provide the density distribution functions at all the mesh points. In this work, we try to develop an explicit 
formulation to update the distribution function. In fact, our new development is inspired from the Runge-Kutta method. 
As we know, the Runge-Kutta method is developed to improve the Taylor series method in the solution of ordinary 
differential equations (ODEs). Like equation (5), Taylor series method involves evaluation of different orders of 
derivatives to update the functional value at the next time level. For a complicated expression of given ODEs, this 
application is very difficult. To improve the Taylor series method, the Runge-Kutta method evaluates the functional 
values at some intermediate points and then combines them (through the Taylor series expansion) to form a scheme 
with the same order of accuracy. With this idea in mind, we look at equation (5). We know that at the time level 

tt δ+ , the density distribution function and its derivatives at the mesh point P are all unknowns. So, equation (5) 
has 3 unknowns in total. To solve for the 3 unknowns, we need 3 equations. However, equation (5) just provides 1 
equation. We need additional 2 equations to close the system. As shown in Fig. 1, we can see that along the α  
direction, the particles at two mesh points BP,  at the time level t will stream to the new positions ',' BP  at the time 

level tt δ+ . The distribution functions at these new positions can be computed through equation (1), which are 
given below 

[ ] τ−+=δ+ αααα /),(),(),(),'( tPftPftPfttPf eq  (6) 

[ ] τ−+=δ+ αααα /),(),(),(),'( tBftBftBfttBf eq  (7) 

Using Taylor series expansion with truncation to the first order derivative terms, ),'( ttPf δ+α , ),'( ttBf δ+α  in 
above equations can be approximated by the function and its derivatives at the mesh point P. As a result, equations 
(6)-(7) can be reduced to 
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where tex xP δ=∆ α , tey yP δ=∆ α , 

 PxBB xtexx −δ+=∆ α , PyBB yteyy −δ+=∆ α  

Equations (5), (8)-(9) form a system to solve for 3 unknowns. The solution of this system gives 
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Note that BAP ggg ,,  are actually the post-collision state of the distribution function at the time level t and the mesh 
point P, A, B respectively. Equation (10) has the second order of truncation error, which may introduce a large 
numerical diffusion. To improve the accuracy of numerical computation, we need to truncate the Taylor series 
expansion to the second order derivative terms. For the two-dimensional case, this expansion involves 6 unknowns, 
that is, one distribution function, two first order derivatives, and three second order derivatives at the time level tt δ+ . 
To solve for these unknowns, we need 6 equations to close the system. This can be done by applying the second order 
Taylor series expansion at 6 points. As shown in Fig. 1, the particles at 6 mesh points EDCBAP ,,,,,  at the time 

level t will stream to positions ',',',',',' EDCBAP  at the time level tt δ+ . The distribution functions at these new 
positions can be computed through equation (1). Then by using the second order Taylor series expansion at these new 
positions in terms of the distribution function and its derivatives at the mesh point P, we can get the following equation 
system 

∑
=

==
6

1
,}{}{

j
jji

T
ii VsVsg ,  EDCBAPi ,,,,,=  (11) 

where  

 [ ] τ−+= ααα /),,(),,(),,( tyxftyxftyxfg iiii
eq

iii   

 },2/)(,2/)(,,,1{}{ 22
iiiiii

T
i yxyxyxs ∆∆∆∆∆∆=   

 TyxfyfxfyfxffV }/,/,/,/,/,{}{ 22222 ∂∂∂∂∂∂∂∂∂∂∂= αααααα   

ig  is the post-collision state of the distribution function at the ith point and the time level t, T
is }{  is a vector with 6 

elements formed by the coordinates of mesh points, }{V  is the vector of unknowns at the mesh point P and the time 

level tt δ+ , which also has 6 elements, jis ,  is the jth element of the vector T
is }{  and jV  is the jth element of the 

vector {V}. Our target is to find its first element ),(1 ttPfV δ+= α . Equation system (11) can be put into the 
following matrix form 
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 PxCC xtexx −δ+=∆ α , PyCC yteyy −δ+=∆ α  

 PxDD xtexx −δ+=∆ α , PyDD yteyy −δ+=∆ α  

 PxEE xtexx −δ+=∆ α , PyEE yteyy −δ+=∆ α  

The expressions of BBAAPP yxyxyx ∆∆∆∆∆∆ ,,,,,  have been given previously. Since [S] is a 6×6 dimensional 
matrix, it is very difficult to get an analytical expression for the solution of equation system (12). We need to use a 
numerical algorithm to get the solution. Note that the matrix [S] only depends on the coordinates of mesh points, 
which can be computed once and stored for the application of equation (12) at all time levels.  
 
In practical applications, it was found that the matrix [S] might be singular or ill-conditioned. To overcome this difficulty 
and make the method be more general, we introduce the least squares approach to optimize the approximation by 
equation (11). Equation (11) has 6 unknowns (elements of the vector {V}). If equation (11) is applied at more than 6 
mesh points, then the system is over-determined. For this case, the unknown vector can be decided from the least 
squares method. For simplicity, let the mesh point P be represented by the index 0=i , and its adjacent points be 
represented by index Mi ,...,2,1= , where M is the number of neighboring points around P and it should be larger 
than 5. At each point, we can define an error in terms of equation (11), that is,  
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The square sum of all the errors are defined as 
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To minimize the error E, we need to set 6,...,2,1,0/ ==∂∂ kVE k , which leads to 

}{][}]{[][ gSVSS TT =  (15) 

where [S] is a 6)1( ×+M  dimensional matrix, which is given as 
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The x∆  and y∆  values in the matrix [S] are given as  

 tex xδ=∆ α0 , tey yδ=∆ α0  (16a) 

 0xtexx xii −δ+=∆ α , 0yteyy yii −δ+=∆ α , for Mi ,...,2,1=   (16b) 

Clearly, when the coordinates of mesh points are given, and the particle velocity and time step size are specified, the 
matrix [S] is determined. Then from equation (15), we obtain 
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Note that [A] is a 6×(M+1) dimensional matrix. From equation (17), we can obtain 
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where α
ka ,1  are the elements of the first row of the matrix [A], which are pre-computed before the LBM is applied. 

Therefore, little computational effort is introduced as compared with the standard LBE. Note that the function g is 
evaluated at the time level t. So, equation (18) is actually an explicit form to update the distribution function at the 
time level tt δ+  for any mesh point. In the above process, there is no requirement for the selection of neighboring 
points. In other words, equation (18) is nothing to do with the mesh structure. It only needs to know the coordinates of 
the mesh points. Thus, we can say that equation (18) is basically a meshless form.  

 

  3. Some Applications of TLLBM   

Like the standard LBM, TLLBM only involves algebraic operation. But it can be applied to complex geometry with the 
use of non-uniform mesh. In the past two years, we have applied TLLBM to simulate many incompressible flow 
problems. Some simulation results are shown below. 

The lid-driven flow in a square cavity is first tested by TLLBM with the use of non-uniform mesh. Numerical 
experiments showed that the TLLBM results with a mesh size of 145×145 for the case of Re=5000, 10000 agree very 
well with results of a Navier-Stokes solver using a mesh size of 257×257. This can be clearly observed in Fig. 2, 
which displays the velocity profiles along vertical and horizontal central lines at Re=10000. The streamlines of 
Re=5000, 10000 are shown in Fig. 3. The primary and tiny vortices are well captured by TLLBM. 
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Fig. 2 U (left) and V (right) velocity profiles along vertical and horizontal central lines for a driven cavity flow 
(Re=10000, mesh size 145×145) 

 

(a) Re=5000, 145×145  (b) Re=10000, 145×145 

Fig. 3 Streamlines for the flow in a lid-driven square cavity 

To test the ability of TLLBM for the treatment of curved boundary, the flow past a circular cylinder is simulated. The 
simulation includes the steady case and the unsteady case. Again, the TLLBM results are in good agreement with 
those obtained by experiment and Navier-Stokes solvers. The streamlines of a steady case (Re=20) are shown in 
Fig. 4, while the streamlines of an unsteady case (Re=100) are depicted in Fig. 5.  

 

Fig. 4 Streamlines of a steady flow past a circular cylinder (Re=20) 



 
(a) t=T/8       (b) t=7T/8 

Fig. 5 Streamlines of an unsteady flow past a circular cylinder (Re=100) 

Apart from the simulation of isothermal flows, TLLBM has also been applied to simulate thermal flow problems with 
curved boundary and the use of non-uniform mesh. An example of such application is natural convection in an 
annulus between a square outer cylinder and a circular inner cylinder, in which the inner cylinder is hot while the 
outer cylinder is cold. It was found that the computed Nusselt numbers by TLLBM agree very well with those from 
Navier-Stokes solvers for all simulated cases. Fig. 6 displays isotherms of three typical cases. 

  

   (a) rr=5   (b) rr=2.5 (c) rr=1.67 

Fig. 6 Isotherms of 3 typical cases (Ra=106) 

  4. Conclusions   

This paper demonstrates that the Taylor series expansion- and least squares-based lattice Boltzmann method 
(TLLBM) is an efficient approach for simulation of isothermal and thermal incompressible flows. The beauty of the 
TLLBM is that it still keeps the local and explicit features of the standard lattice Boltzmann method. Therefore, it is 
able to exploit fully the power of parallel computing. The other advantage of the present method is that it is easy for 
application to flow problems with complex geometry. Furthermore, the computational efficiency of the present method 
is competitive as compared with that of the standard LBE and of the conventional CFD solvers.  
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